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THEME

To achieve reliable radio communications, a thorough knowledge of the communications channel is required. It is
important for system design to characterize the channel, which in general, consists of intentionally radiated signals, noise of
either natural origin or radiated from man-made sources or composite variations of these signals. The various noise and
interference sources existing in the communications channel impose a fundamental limit on achievable radio system
performance. Communications equipment must be designed to cope with the effects of electromagnetic noise and
interference.

The impact on communications systems can be: 1) degraded performance; 2) disruption in communications; or 3)
equipment damage from severe electromagnetic disturbances.

To determine the effects of these disturbances it is essential that the characteristics of the unwanted signals be
measured, modelled and particularly simulated, since the effects of electromagnetic noise and interference on system
performance, and system optimization to cope with these interference effects are better studied in a laboratory environment
employing simulated channels (signal, noise and interference).

The application of radio communications systems on ships and aircraft, and the resulting mobility of the ground forces
results in a very dynamic ever-changing highly interactive environment. The effects of electromagnetic noise and interference..
on hese systerformanced EMC is a most important subject for NATO.

Pour obtenir desmmunications radio fiables, il faut une connaissance complte de la voie de communication. Pour la
conception du systrie il est important de caractiriser la voie qui vihicule gindralement des signaux volontairement 6mis, du
bruit d'origine naturelle ou emis par des appareils fabriquds par l'homme, ainsi que diverses combinaisons de ces signaux.
Les diverses sources de bruit et d'interfirence existant sur la voie de communication imposent une limite fondamentale aux - .
performances possibles d'un syst~me radio. L'&quipement de communication doit &tre conqu en tenant compte des effets du
bruit et des inteiferences ilectromagn~tiques.

Le bruit et les interferences peuvent avoir les effets suivants sur les syst.mes de communication: 1) Degradation des
performances; 2) interruption des communications; ou 3) endommagement de l'6quipement du fait des fortes perturbations
electromagnetiques.

Pour determiner les effets de ces perturbations, il faut absolument mesurer, modiliser et en particulier simuler les
caracteristiques des signaux indisirables, car les effets du bruit et des interfirences 6lectromagndtiques sur les performances
du systime peuvent 6tre plus facilement 6tudins dans 'environnement d'un laboratoire utilisant des voies simules (signal.
bruit et interferences), et l'on peut ainsi optimiser plus efficacement le systime.

L'utilisation des syst~mes de communication radio sur les navires et les avions et la mobiliti des forces terrestres crdent
un environment dynamique qui 6volue sans cesse et qui est trs interactif. Les effets du bruit et des interferences
ilectromagnitique (EMC) de ces syst~mes ont une grande importance pour I'OTAN.
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RADIO NOISE CHARACTERISTICS AND THEIR SYSTEM
PERFORMANCE IMPLICATIONS

by
John R. Herman
Senior Scientist

GTE GOVERNMENT SYSTEMS CORPORATION
Strategic Systems Division

1 Research Drive
Westborougb, MA

01581
U.S.A.

SUMMARY

This survey reviews the impacts of correlated-pulse impulsive noise on communication
coding and system performance. Examples of atmospheric and man-made noise are provided to
set the background. The statistical characteristics of radio noise are defined and several
noise mitigation techniques are discussed.

1.0 INTRODUCTION

The ultimate limitation of radio systems performance is determined by the noise
environment within which the received signal is imbedded. With an understanding of the
noise characteristics, it becomes possible for the design engineer to optimize the radio
system performance by considering an array of mitigation techniques ranging from a simple
increase in transmitted signal power to sophisticated signal processing including
interleaving and forward error correction.

In this survey, attention is restricted to noise external to the receiving system and
includes natural and man-made sources. The basic statistical characteristics of noise are
covered, including the amplitude probability distribution (APD), the voltage deviation
parameter (Vd), the noise power factor (Fa), and higher order statistics, such as

autocorrelation function (ACF), crossing rates (ACR) and pulse spacing and duration
distributions (PSD, PDD). System performance for linear and nonlinear receivers with and
without interleaving, and Hamming code performance in burst noise vis a vis Gaussian noise
are then surveyed in the light of the affecting noise characteristics.

2.0 NOISE MEASUREMENT TECHNIQUE

Most of the measured noise characteristics were obtained using the dual-channel
measuring system illustrated in Figure 1 (Herman et al., 1986, Ref. 1). An HF version of
the receiver also exists.

The noise coming in through the antenna is filtered and amplified, quadrature
demodulated, and further filtered, and then passed through a set of log amplifiers to
increase the dynamic range.

The log compressed data is digitized at a rate of 250 kHz complex sampling and
multiplexed to a 14-channel, high density digital tape recorder run at 120 in/s for a
time resolution of 4 us.

The high density measurement data is subsequently transcribed to computer tapes for
analysis. The analysis software is used to obtain both first order and higher order
noise statistics as well as time waveforms of the noise signatures.

3.0 EXAMPLES OF ATMOSPHERIC AND MAN-MADE NOISE

An illustrative 20-s digitized time sample of MF atmospheric noise is shown in Figure
2. HF noise is quite similar in structure. The amplitude has been normalized to the rms
voltage level. Each point in the figure is an 8-ms average of the sampled noise.

Here it is evident that the noise in this sample varies over a dynamic range of about
60-70 dB (well within the 115-dB dynamic range of the equipment, so there is no saturation).

It is this continually fluctuating noise level over a wide dynamic range that poses
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Figure 3. Eight millisecond time sample of block 2 of Figure 2.

The dynamic range here is approaching 80 dB, and it can be seen that the large peaks
contribute most to the V level of -5 dB relative to V of the whole 20-s sample.

rms rms

For several of the peaks, the rise time is less than the 8 Us resolution of the plot.
But more importantly, from an interference viewpoint, the relatively broad peaks occurring
in this sample would be sufficient to create a burst of errors in a digital signalling
system.

This is not the case in the next 8-ms sample shown in Figure 4.
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Figure 4. Eight millisecond time sample of block 282 of Figure 2.
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Figure 5. Eight millisecond time sample of block 1867 of Figure 2.

It will be recalled that the expanded data point (Figure 4) was one of the lowest in
the 21.6 s sample shown in Figure 2. The structure you see in this plot is quite typical
of Gaussian noise. The dynamic range is small, the overall level is low, and impulses occur
rarely.

Digital signalling systems designed to operate in this kind of noise environment fare
well when provided with an adequate signal-to-noise ratio (S/N). In this example, if the
S/N is 12 dB, i.e., where the signal is at -18 dB and the rms noise level is at -30 dB on
this relative scale, the transmission will be error free.

Figure 5 shows Block 1867 which is the third, high amplitude 8-ms data point shown in
Figure 2. Again, the resolution is 8 Us, and now the dynamic range is approaching 80 dB.
The large peak on the left (between point numbers 100 to 300) possibly represents the
signature of an individual stroke from a lightning flash.

In this case, a 12-dB signal-to-noise ratio would be insufficient for error free
transmission in a digital system. Error correction codes designed to correct single errors
produced by independently occurring noise impulses (of the type seen in Figure 4) fail to
account for a burst of errors that would arise from the wide noise peak shown here between
point numbers 100-300.

Man-made noise from power lines, vehicular ignition systems, indistrial electrical
machinery and so on, is also non-Gaussian. A typical example of a 250 MHz analog recording
taken in Colorado Springs is shown in Figure 6 (Spaulding and Disney, 1974, Ref. 2). The
principal contributor of this noise is probably vehicular ignition systems. The bit errors
in a digital system operating in this kind of noise would be a combination of single errors
and burst (contiguous) errors due to the presence of both sharp spikes and wide pulses.

The noise samples shown in these figures are rather typical of variations in man-made
and atmospheric noise. The noise process is stochastic rather than deterministic, so the
impact on system performance must be approached from a statistical viewpoint.

4.0 STATISTICAL CHARACTERISTICS OF RADIO NOISE

4.1 DEFINITIONS

A complete description of the statistical characteristics of radio noise requires a
number of parameters to assess the impact of noise on communication system performance
(Spaulding, 1982, Ref. 3). Several of them are identified in Figure 7.
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Figure 6. Randomly selected 200 ms sample of noise envelope from a 6-minute,
250 MHz central Colorado Springs, CO, recording.

The pulse duration varies both with the threshold level and with time at the same level.
The characterization is generally made by analyzing a sufficiently long time sample of noise
(at least several seconds) to obtain the "pulse duration distribution" PDD for a range of
threshold levels. Normally -40 dB to +20 dB about the rms level is sufficient dynamic range
according to the general consensus.

In like manner and for the same reason, the "pulse spacing distribution" PSD is derived
for the same set of threshold values. Of interest also is the positive crossing rate of
the noise impulses at the various threshold levels. This is generally termed the "average
crossing rate", or ACR.

For some types of communication interference, e.g., television synchronization
problems, the peak value of the noise is the most important parameter. A commonly used
measurement instrument is a peak detector.

Implicitly contained in this sketch are several more statistical characteristics of
value in system performance assessments which are commonly used as summarized by Herman
(1979, Ref. 4).

PEAK VALUE FOR THE
TIME PERIOD T

vW

PULSE SPACIN AT
LEVEL v1

DURATICNONgIVLV- IEl. A UIA EE UAINv- TlVLv

, t

T ,, TOTAL MEAIIMENT TIMET

Figure 7. Noise envelope of a sample of man-made noise.
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These are

1. Foremost, the amplitude probability distribution APD, which describes the fraction of
time that the noise level is above specified levels;

2. The noise power factor, Fa, expressed in dB relative to kT b, which is a way of saying

the power in watts per unit bandwidth relative to thermal noise kT where T = 288 K:0 0

Fa is proportional to the square of the rms voltage. The average power is always

necessary to define the signal-to-noise ratio;
3. The rms (V s) and average (V ave) voltages of the noise envelope;

4. The voltage deviation parameter Vd, defined as the ratio of the average to the rms

envelope voltage; and

5. The voltage log deviation, Ld, defined as the ratio of the average of the logarithm of

the envelope voltage to the rms voltage. Ld is especially useful for evaluating the

performance of logarithmic detection devices.

The parameters Vd and Ld can be used to obtain the APD. The two deviation parameters

are closely correlated, so that Vd can usually be regarded as a single-number representation

of the APD curve.

4.2 AMPLITUDE PROBABILITY DISTRIBUTION (APD)

Figure 8 is taken from the new APD curves parametric in Vd for atmospheric radio noise

MEMID DATA AT
41 dk W - IU Mh

I0
I-- •Vd - too

SA Vd " 140

4- a Vd -Igo

E Vd - UA

I-

cwr TUE ORUT EX EE Vm0Figure 8. "New" set of amplitude probability distributions (APD) for

atmospheric noise for various values of Vd.
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reported by Spaulding and Washburn in 1986, as part of the proposed revision for CCIR Report
322. (CCIR, 1986, Ref. 5)

First, note that in the low amplitude, high probability portion, all the curves achieve
or approach a slope of -2, consistent with the APD of Gaussian noise (as indicated by the
straight curve with Vd l.049 ).

Second, as Vd increases, indicating that the noise is becoming more impulsive, the

Gaussian portion is suppressed to lower and lower levels.

Third, superimposed are some data points obtained from wideband HF noise recordings
taken with the system mentioned in Section 1. As noted, the measured APD's are for separate
noise samples with Vd = 10, 14, 18, and 22 dB. The measured data follow precisely the

calculated APD's for Vd 's of 22 and 18 dB, and although the form factor is preserved for

the 10 dB measured points, they actually fit Vd = 7 dB better. This is not surprising,

because the correlation between Vd and Ld is not quite as good in the midrange of Vd values

(- 10 dB), as it is for high and low values. The generally close correspondence between
specific measurements and the calculated family of APD curves verifies the efficacy of using
Vd to represent the APD of noise.

4.3 PULSE DURATION DISTRIBUTION (PDD)

Figure 9 shows a set of pulse duration distributions for 450-kHz atmospheric noise in
a 100-kHz bandwidth, as derived from a noise sample with a Vd = 18.2 dB reported by Giordano

et al. (1986, Ref. 6). The curves are parametric in threshold level relative to the rms
voltage of the sample. In a general way, as anticipated from the waveform samples shown
earlier, the durations get longer as the threshold level is decreased.

If the pulses were occurring independently with random widths, the plots would follow
a Poisson distribution as indicated by the dashed straight line in Figure 9. The
observations approach such a distribution on the short duration high probability side of
the graph, but below the approximately 30% exceedance level, the durations are considerably
longer. PDD plots for 48-MHz man made noise reported by Spaulding and Disney (1974, Ref.
2) show a similar behavior. For digital signalling systems, the consequence of long
duration pulses is a string of consecutive bit errors, which are very difficult to correct
using available error correction schemes.

-u ->ud

I-
3-

.I -

Al-

1rn-6 18-4 isj-3 18-2

Figure 9. Median pulse distribution of a sample of MF radio noise.
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Figure 10. Median pulse spacing distribution of a sample of MF radio noise.

4.4 PULSE SPACING DISTRIBUTION (PSD)

A similar situation exists for the pulse spacing distributions of atmospheric and
man-made noise. The set of PSD shown in Figure 10 are from the same NF noise sample (Figure
8), with the Vd = 18.2 dB representing a highly impulsive waveform. These data were reported

by Giordano et al. (1986, Ref. 6). Again, Spaulding and Disney (Ref. 2) give similar plots
for man-made noise. The general pattern here is for the distributions to shift toward
greater spacings at the higher threshold levels, and only at the low threshold levels do
the distributions approach a Poisson-like character.

In this example, the PSD's for the higher thresholds begin to depart from a Pois3on
distribution around the 30% exceedance level and show larger spacings than would be expected
from random pulse occurrences.

The combined behavior of the PSD and PDD distributions describe atmospheric noise as
a non-stationary noise process marked by relatively long duration high amplitude bursts of
correlated noise pulses separated by relatively quiet levels where the noise character is
Gaussian like.

For this reason, digital systems designed to operate in Gaussian noise, or in impulsive
noise wherein the pulses are assumed to occur independentiy, will perform poorly in a
correlated-pulse noise environment.

4.5 AVERAGE POSITIVE CROSSING RATE (ACR)

Now let us look at the situation in a slightly different way, by considering the average
positive crossing rate (ACR), an example of which is shown in Figure 11 (adapted from
Giordano et al., 1986, Ref. 6).

The data points are from a measured sample of 450-kHz atmospheric noise, 100-kHz
bandwidth, and Vd of 7.6 dB. For comparison, the Hall model, which assumes independently

occurring; random, infinitesimally-narrow noise pulses superimposed on a Gaussian ioise
background, has been used by Giordano et al. (1986, Ref. 6) to compute an ACR for the same
conditions (BW = 100 klz, Vd = 7.6 dB).

At the lower thresholds where the spaces between pulse occurrences approach a Poisson
distribution, as noted in Figure 10, one would expect the number of positive crossings to
behave likewise. In Figure 11 this is exactly the case.
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Figure 11. ACR for a sample of 450-k~z atmospheric noise.

At the higher thresholds, the actual nuaLer of crossings per second are fewer thanpredicted, because once the pulse level crosses a threshold it remains at the higheramplitude longer than would be anticipated by a simple Poisson approximation.

The impact on digital system performance remains the same. That is, the long durationhigh amplitude noise level would corrupt a succession of contiguous bits, and cause severeproblems for an error correction code designed for single or double bit errors.

5.0 NOISE MITIGATION TECHNIQUES
A number of schemes have been developed over the years to mitigate the noise effectsand improve the performance of radio comunication systems. These have included thedevelopment of nonlinear receiver structures, and error detection and correction coding.

To illustrate, the simulated performance of nonlinear receivers in real and modelednoise will be described and then a bit error stream generator for testing error correction
codes will be presented.

5.1 NONLINEAR RECEIVER STRUCTURES

The simulations described here are due principally to A. Giordano and F. Hsu, usingthe software approach shown in block form in Figure 12 (Giordano et al., 1986, Ref. 6). Atransmitted information sequence is input to a BPSK generator whose N sample bits go to a
mixer.

Figure 12. Simulation of error rate performance using measured and
theoretical noise sources.
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Figure 13. Receiver structures.

The noise source is selectable for measured atmospheric noise, truncated Hall model

noise, or (not shown) a Gaussian noise model. The measured noise source is provided by our

tape library of noise measurements obtained with the system described earlier. For input

to the mixer, the noise waveform is normalized to provide a controllable signal-to-noise

ratio in the mixer. The corrupted signal goes into a simulated receiver, and its output

is analyzed for errors.

Simulations were made with a linear correlator receiver (Figure 13) to provide a basis

for comparison, and two nonlinear receiver structures were analyzed. These were a

bandpass/limiter (BPL) front end on a linear correlator receiver, and a log correlator

receiver. In each case, the "symbol decision" examines each receive bit to determine

whether or not it is in error and accumulates the number of errors in the received
transmission.

Bit error rates (BER) were established for a variety of conditions, parametric in

signal-to-noise ratio - more particularly for the ratio Eb/No, the energy per bit to noise

spectral density. The conditions included a range of Vd values for impulsive noise,

bandwidth-symbol time (BT) products, and measured or modeled noise.

Figure 14 illustrates the considerable improvement in BER predicted by modeled noise

when nonlinear receivers are used. The linear receiver curve (X's) is typical of those seen

in the literature. At a BER of 10 
- 3 , use of a BPL or log correlator receiver would result

in an apparent improvement of about 23 dB. That is, E b/N = -8 dB rather than the +15 dB

needed for BER = 10
.3 in a linear receiver using a BT product equal to 10.

In measured noise the improvement is not so dramatic, as shown in Figure 15 taken from

Giordano et al. (1986, Ref. 6). The linear receiver performs about the same (Eb/No = 16

dD for BER = 10 . 3 ) as in the modeled noise case with the same Vd (about 10 dB); only minor

differences arise due to the different choice of BT product (256 instead of 10).

The BPL receiver, though, does not perform nearly as well in the measured noise case

compared to the modeled noiL simulation shown earlier in Figure 14. It still gives better

performance than the linear receiver in measured noise, but the improvement is 12 dB rather

than 23 dB.

Introducing an interleaving technique produces several interesting results, as

illustrated in Figure 16. The linear correlator results will be considered first.

With 1-s interleaving, the calculated BER performance in measured noise (x's) is better

than the predicted performance in modeled (truncated Hall) noise at the higher error rates,

but becomes worse at low error rates. Comparing the linear result here for truncated Hall

noise with that shown in Figure 14, it is evident that interleaving introduces a 2-dB

improvement in performance for BT = 10 and Vd = 10 dB.

In a similar manner, using interleaving with the BPL receiver in modeled noise provides

about a 2-dB performance improvement (comparing the curves in Figures 14 and 16).
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Figure 14. Graph of BER vs Eb/No for a linear, BPL, and log correlator

receiver.

However, since real life atmospheric and man-made noise environments differ from even
the best extant noise models, the measured noise result is of more practical importance.
That is, the use of interleaving with a bandpass limiter front end provides a BER performance
improvement of 20 dB or more over a linear receiver in real impulsive noise environments
wherein the noise pulses are correlated (i.e., occur in bursts), rather than separate and
independent.

5.2 ERROR DETECTION AND CORRECTION CODING

A large array of error detection and correction (EDAC) codes exist for mitigating
gaussian noise effects (Michelson and Levesque, 1985, Ref. 7). Codes and algorithms that
perform well in gaussian noise often fail in burst noise. To illustrate this point, let
us examine the performance of Hamming codes in the presence of correlated-pulse impulsive
noise vis a vis the Gaussian noise environment for which the codes were designed.

First, the method used to generate the bit error streams needed to evaluate the codes
will be described followed by a few illustrative results. A functional flow of the
simulation approach is shown in Figure 17.

Recorded (and modeled) noise siamples are played into a transmitted bit stream to
generate a corrupted message stream which is analyzed to obtain the error occurrence
statistics, and these are stored in a data file as a function of specified noise parameters
associated with the input noise.
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Figure 15. Graph of BER vs E bINo0 for a linear and BPL receiver.

For the simulations, the run time inputs (communication parameters) are specified for
the situation desired (V do E b/IN, data rate, BT). The appropriate error occurrence

distributions (error spacings and durations) are then accessed in the data file and returned
to the error sequence generator program. This "error engine"' then generates a continuous
binary data stream containing errors according to the occurrence pattern dictated by the
error pulse distribution.

The bit error stream can then be input to any appropriate user device for evaluation.
As noted earlier, the device to be treated is a Hamming code.

The data file was created as follows:

The simulation transmitter (Figure 18) can generate directly a binary bit stream with
any specified sequence of zero's and ones, or it can accept a text message input which it
converts to a binary stream at 7 bits per character.

Either BPSK or BMSK modulation can be selected; however, only the BPSK results will
be discussed. The output signal S(t) goes to a channel simulator which mixes the signal
with a selected noise input.

The noise-type choices are Gaussian, Hall 2 model or external. The external noise is
provided by our tape library of recorded noise measurements to obtain a range of atmospheric
noise environment conditions (e.g. , F a V dor APD, PSD, and PDD). It is preprocessed to

achieve a range of signal-to-noise ratios (that is, Eb/IN 0) with a variety of communication

input parameters (e.g., data rate, BT).
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Figure 18. Functional block diagram of the simulation transmitter.

The corrupted signal S(t) + N(t) then goes to a simulated receiver.

The simulation receiver (Figure 19) demodulates the signal, writes to an output array,
and compares the output to the input on a bit by bit basis. The error rate is calculated
and the error sequence is written to a disk. From the comparator, one may also recreate
the received stream and display a block of the corrupted signal.

Statistical an&lysis of the corrupted stream provides error spacing distributions (ESD)
and error duration distributions (EDD). An example is shown in Figure 20. The measured
atmospheric noise sample used to generate the bit stream on the left was moderately
impulsive (V d = 7 dB) so the longest error burst is only 3 bits for this particular example.

Other runs with greater Vd 's produced as many as 10 contiguous errors. By comparison (not

shown), simulations using Gaussian noise generated bit error streams, wherein nearly all
of the errors occurred singly and randomly, and the ESD, EDD statistics reflected that
pattern.

A pair of ESD and EDD due to white Gaussian noise was selected to provide a bit error
stream from the receiver output with an error rate of 0.054. The error occurrence pattern

M

ARMY TO OUITPT SU- RATE

81;44-4
Figure 19. Functional block diagram of the simulation receiver.
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Figure 20. Example of a bit stream generated in atmospheric noise.

is shown in Figure 21. Here the zeroes representing correct bits have been suppressed, so
that it is easy to see the error pattern represented by the ones. A few cases of double
errors can be seen here. This stream was then played through a Hamming error
detection/correction code.

The result of the Hamming decoded error pattern of the stream with error rate of 0.054
is shown in Figure 22. Note that most of the errors have been cleaned up, and the error
rate is now only 0.00778, a factor of nearly 10 better than without the code. Thus, the
Hammiing code performs very well in Gaussian noise.

Figure 21. Error occurrence pattern for a white Gaussian noise with error rate
of 0.054.
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OUTPUT PROBASIUTY OF ERROR = 0.00773

Figure 22. Error occurrence pattern after Hamming decoding the data stream
of Figure 21. Input error occurrence pattern from a white Gaussian
noise error rate of 0.054.

In a similar manner, a bit error stream with an error rate of 0.096 was generated in
atmospheric noise for the example in Figure 23. Here it can be seen that many double errors
occur, there are several error bursts of 4-bit lengths, and one near the bottom is 5 bits
long. The result of playing this stream through the Hamming code is shown in Figure 24.

Compared to Figure 23, the error pattern shown here after Hamming decoding is scarcely
improved. Though many of the single errors have been corrected, those strings of multiple
errors still remain. The error rate, 0.08021, as shown at the top of the figure, is only
slightly less than the 0.096 input error rate.

Another comparison, shown in Figures 25 and 26, further demonstrates the inability of
this code to correct errors generated in a correlated-pulse, impulsive noise field. The
input error rate, 0.133 is only slightly reduced to 0.1226 by the correction process.

The conclusion, obviously, is that an error correction code designed to function well in a
Gaussian noise environment performs very poorly in the presence of impulsive, atmospheric
noise.

INPUT ERROR PATTERN FOR ATM DATA. PROS OF ERROR = 0.0N

Figure 23. Error occurrence pattern with an error rate of 0.096 generated in
atmospheric noise.
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PROBABILITY OF ERROR = 0.08021

Figure 24. Error occurrence pattern after Hamming decoding the data stream
of Figure 23.

INPUT ERROR PATTERN FROM ATM DATA: PROB OF ERROR = 0.133

Figure 25. Error occurrence pattern with an error rate of 0.133 generated in
atmospheric noise.

OUTPUT PROBABILITY OF ERROR - 0.122M

Figure 26. Error occurrence pattern after Hamming decoding the data stream
of Figure 25.
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6.0 CONCLUSION

This survey has reviewed the impacts of correlated-pulse impulsive noise on
communication coding and system performance. To achieve communication system designs
capable of meeting required performance specifications, the statistical characteristics of
the noise environment must be taken into account.
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SUMMARY

This paper describes measurements of Transverse Electric (TE) and Transverse
Magnetic (TM) atmospheric noise, obtained during a five-hour flight of a free-floating
balloon. The balloon carried three low frequency receivers and three (orthogonal) loop
antennas to measure TE and TM atmospheric noise at 42.5 kHz, and the normal (TM) and
converted (TE) signals from ground-based transmitters at 37.2 kHz, 48.5 kHz and 60 kHz.
A description of the low frequency instrumentation is given, along with discussions of
the TE and TM data acquired during the flight, most of which (four hours) occurred at a
free-floating altitude of about 21 km. Emphasis is on the TE-to-TM signal and noise
rattos observed during the flight. The use of such data to validate TE and TM
atmospheric noise prediction codes is also discussed.

1. INTRODUCTION

Very Low Frequency (VLF) and Low Frequency (LF) waves propagate to great distances

in a waveguide bounded by the earth and the lowest regions of the ionosphere. To the
extent that the waveguide can be considered to be flat for VLF/LF waves, the distribution
of field intensity with altitude may be thought of as resulting from the interference of
elementary up-going and down-going plane waves reflecting from the boundaries at certain
oblique (modal) incidence angles. At these angles the phase changes due to reflection
are such that the up-going and down-going plane waves are consistent with each other.
Owing to the boundary conditions associated with propagating waves having a Transverse
Magnetic (TM) polarization or a Transverse Electric (TE) polarization (Figure la), the
modal structures for TM and TE waves would tend to be the forms shown in Figure lb.

These indicate, for example, that for efficient coupling to TM modes, the source element
should be vertical and preferably close to the ground; whereas, for efficient coupling to
TE modes, the source element should be horizontal and at a high altitude. Similarly, the
observation of TE waves would require receiver probes at altitudes amounting to an
appreciable fraction of the distance between the ground and the ionosphere [1, 2 and 3].

Extensive studies of TM atmospheric noise have been conducted over the past thirty
years, including attempts to characterize it on a global basis [e.g., 4 and 53. At
present there is an extensive ground-based measurements program being conducted to obtain
a large variety and quantity of TM atmospheric noise data over the band of a few Hz to
about 40 kHz [6]. To date, however, there has been little activity in the area of
characterizing TE/TM atmospheric-noise, due (in part) to the relative difficulty in
obtaining TE data, which requires a highly elevated, electrically quiet, observation
platform. This paper describes TE/TM noise data recently obtained by the Rome Air
Development Center (RADC) of the U. S. Air Force, using a balloon-borne technique
designed to overcome some of the difficulties associated with measuring and

characterizing TE atmospheric noise.

2. EARLY TE ATMOSPHERIC NOISE STUDIES

Gallenberger and Bickel [7] attempted to measure TE atmospheric noise up to
altitudes of about 6 km, using an instrumented aircraft. Although they were able to
obtain TM atmospheric noise data that were consistent with predicted noise levels, they
were unable to obtain direct measurements of TE atmospheric noise. They did infer from
the data, however, that the TE atmospheric noise at 15 kHz, in the altitude range from
about 0.8 to 6 km, was 20 to 25 dB below the TM noise, for both day and night. They also
noted two problems that point out some of the difficulties associated witn such aircraft
measurements: (1) if the TE noise is much weaker than the TM noise it is critical that
the TE antennas be horizontal to avoid TM contamination; and, (2) aircraft generated
noise may be much greater than the atmospheric noise to be measured. Hirst [83
encountered similar problems in a program to measure TE and TM signals at altitudes of 18

km in a U-2 aircraft, which is considered to be relatively quiet, electrically.

Harrison et al. [9] conducted measurements of TE/TM signals and noise, using a dart-
like package instrumented with TE and TM antepnas and receivers. The package was carried
to an altitude of about 22 km by a meteorological balloon, and then released. During
descent the axis of the probe was aerodynamically stabilized to within about one-degree
so that the plane of the TE receiving antenna remained essentially horizontal. Although
telemetry noise placed a limit on the level of the atmospheric noise that could be
observed, it was concluded that the TE daytime atmospheric noise, at about 44 kHz, was at
least 6 dB below the TM noise, even at 22 km. In later experiments, using more sensitive
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equipment, the daytime TE atmospheric noise was estimated to be at least 12 dB below the
corresponding TM noise at similar altitudes.

In a daytime flight of a TE- and TM-instrumented rocket Harrison et al. [10]
obtained noise polarization ratios for 293 individual sferics. At 30 kHz the TE/TM noise
ratio was -15 dB near the surface of the earth, but decreased with increasing altitude to
about 0 dB at 60 km.

To date, TE and TM atmospheric-noise prediction techniques have been developed only
to a very limited extent, primarily due to the lack of TE data required to validate them.
In recent assessments of the potential performance of candidate airborne VLF/LF
communication systems, estimates of TE atmospheric noise at 9 km altitude were made using
the simple empirical formulas given below [11].

+ 21.59 log{F(kHz)/171 - 31 (Day)
TE Noise (dB) = TM Noise (dB)

+ 32.56 log{F(kHz)/17) - 17.5 (Night)

At 42.5 kHz, for example, these reduce simply to

- 22.4 (Day)

TE Noise (dB) = TM Noise (dB)
- 4.54 (Night)

Thus, at 42.5 kHz, the suggested nighttime TE/TM noise ratio at an altitude of 9 km is
almost 18 dB larger than the daytime value. The degree to which these empirical results
can be explained by polarization rotation effects in the ionosphere, which are much more
significant at night than in the day, requires further investigation. The empirical
expressions given above were developed from a small number of aircraft measurements of
TE and TM atmospheric noise, at only two frequencies, 17 kHz and 29 kHz. As such, they
employ extrapolations which require further validation, in accordance with appropriate
experimental data.

Kelly [12] has developed a computer program for predicting horizontally and
vertically polarized noise fields at any altitude in the earth-ionosphere waveguide, when
the vertical electric fields (TH) in the propagating modes at the earth's surface are
given. The technique covers the 10 to 30 kHz band, and uses the output of a previously
developed program [5] to determine the required surface TM noise fields. Only
contributions from vertically oriented noise sources are considered; i.e., the approach
does not include possible contributions from horizontal components of lightning
discharges. A further possible limitation of the model is that it does not compute TE
noise fields that may result from the polarization conversion associated with the
Ionospheric propagation of the noise from the assumed, purely vertical, discharges. The
lack of TE atmospheric noise data makes it impossible to adequately test such noise
prediction models at this time.

3. RADC BALLOON-BORNE TE/TM ATMOSPHERIC NOISE PROGRAM

The Propagation Branch of RADC, in a joint program with the Defense Nuclear Agency
and the Air Force Electronic System Division, has recently begun a program to obtain
measurements of TE and TM atmospheric noise. The program, named ALFAN (Airborne Low
Frequency Atmospheric Noise), is designed to obtain data at high altitudes, using a free-
floating balloon to provide an electrically-quiet platform for the experiments.

ALFAN Measurement System

The ALFAN measurement system consists of three identical low frequency receivers and
an octahedron-shaped antenna arrangement, made up of three loop antennas, orthogonal to
each other. Each of the loop antennas are 1.73 meters on a side. In level flight (see
Figure 2) two vertical loop antennas respond to horizontal magnetic fields, while a
horizontal loop antenna responds to vertical magnetic fields. For low frequencies and at
altitudes above about two kilometers, theoretical considerations show that these
correspond essentially to the TM and TE fields to be measured, respectively. A block
diagram of the receiver is given in Figure 3 and its characteristics are summarized in
Table 1. The receiver is integrated with a digital sampling system and a downlink data
telemetry system. In addition, an uplink command system is employed to allow various
parameters of the receiver (including the frequency to be monitored) to be changed, via
commands from the ground, during the flight of the balloon. The receiver, control and
telemetry systems and the battery power supply are mounted on a horizontal "load-bar",
with the antenna system suspended beneath the bar (see Figure 2). The payload (including
antennas) weighs about 386 kg, and is connected to a recovery parachute having a diameter
of about 18.3 meters. This is, in turn, connected to the free-floating balloon, which
has a capacity of about 10,000 cubic meters. A block diagram of the balloon-borne and
ground-based systems is given in Figure 4.
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TABLE 1
ALFAN Receiver Characteristics

Frequency Range 30 kHz - 60 kHz
Bandwidth 1.5 kHz
Remote Tuning Capability 100 Hz steps
Antenna/Preamp Effective Height 10 meters
Amplifier Gains 0 dB, 20 dB, 40 dB, 60 dB
Sampling Rate 8 kHz
A/D Conversion 12 bit
In-Flight Calibration 1 mv/m RMS

Data Reduction Procedures

Data are recorded on high-speed, pulse-code modulated (PCM), telemetry tapes for
later analyses using both analog and digital processing techniques, as outlined below. A
diagram of the steps involved in the reduction of the data is given in Figure 5.

Analog Processing. For analog processing the telemetry tapes are first read through
a PCM decommutator to retrieve the digital data. After undergoing digital-to-analog
conversion the data passes through a RMS-to-DC converter and are recorded, using a strip
chart recorder with individual channels allocated for the data from each of the balloon-
borne receivers (i.e, one TE channel and two TM channels). The focus of the analog
processing is on displaying signal data; specifically, the normal (TM) and
ionospherically rotated, or converted (TE), signals from the ground-based (TM) low
frequency transmitters that are monitored during the flights of the balloon.

Digital Processing. For digital processing of the data the telemetry tapes are
first decommutated and converted from a serial to a parallel format. The data rate for
these "new" digital tapes is the same as the sampling rate of the original data.
Computer plots of various flight parameters, including altitude and antenna orientation
(in azimuth), are then obtained from these tapes, along with plots of the RMS values of
the TE and TM fields observed with the three balloon-borne receivers.
The focus of the digital processing is on displaying the noise data that are acquired
during the balloon flights.

4. AUGUST 1986 ALFAN MEASUREMENTS OF TE/TM SIGNALS AND NOISE

The first ALFAN flight took place on 4 August 1986, under the direction of the
Aerospace Instrumentation Division of the Air Force Geophysics Laboratory. The main
purpose of the flight was to test the experimental procedures and the newly developed
balloon-borne instruments. The balloon was launched at 1330 UT (0730 local time) from
Roswell, New Mexico, and it carried the payload to an altitude of about 21 km, where it
floated for about 5 hours. The flight was terminated at 1845 UT, and the payload
parachuted safely to the ground in the vicinity of Alamogordo, New Mexico, approximately
121 km to the west of the launch site. The altitude of the balloon during the first 3.5
hours of the flight is given in Figure 6. Throughout the entire flight the weather was
clear in the vicinity of the balloon. In addition, satellite photographs of cloud
coverage and other meteorological records for the western half of the United States
indicate that there was no thunderstorm activity within about 645 km of the balloon
during the flight. The nearest thunderstorm activity was in central Texas and eastern
Nebraska, and occurred during the latter portions of the flight. During portions of the
flight TE and TM atmospheric noise data were acquired at 42.5 kHz; at other times the
receiver, was tuned to observe the normal (TM) and converted (TE) signals from ground-
based TM-transmitters at 37.2 kHz, 48.5 kHz and 60 kHz.

TE/TM Signals From Ground-Based Sources

An important portion of the data analysis was the determination of the attitudes of
the TE and TM antennas during the flight of the balloon. This knowledge was especially
true with regards to the TE antenna, since even very small deviations of it from the
"horizontal" due to swinging of the suspended antenna structure, could result in
contamination of the data from the TM fields. Although this first ALFAN flight did not
have any direct means of determining whether the antenna structure was swinging, it was
possible to infer it from the processed data. Specifically, if the antenna structure was
swinging, i.e., "oscillating", the TE data would, correspondingly, exhibit oscillations
in accordance with the varying amount of TM contamination of the data. Figures 7-10
illustrate this effect.

-Shown in Figures 7-10 are RMS signals from a ground-based, 48.5 kHz, transmitter
located at Silver Creek, Nebraska, approximately 1125 km from the launch site of the
balloon. The observation times correspond to just before and after launch (Fig. 7), at
2.4 km (Fig. 8), at 15 km (Fig. 9) and at the free-floating altitude of 21 km (Fig. 10).
Each Figure gives observed output voltages (y-axes) from the receivers as a function of
time (x-axes, UT). Also, in each Figure the top trace, designated "TE", gives the output
from the horizontally oriented loop antenna, while the lower two traces, denoted as "TM1"
and "TM2", give the outputs from the two vertically oriented loop antennas. Finally,
because the TE signals were much weaker than the corresponding TM signals, the "TE" data
were multiplied by a factor of 5x before being displayed.
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Just before launch the antenna structure was swinging slightly in the wind, and
aocordlngly, the TE signal (Fig. 7) shows some oscillations. Just after launch, however,
the antenna structure was swinging rather wildly, as evidenced by the large scale
variations in the data from the TE channel (Fig. 8). Conversely, the data from the two
TM channels are not affected by the swinging antennas; rather, the more gradual
variations observed in the TM data were caused by a slow turning of the payload and
antenna structure about the vertical axis. The sensitivity pattern of each of the TM
loop antennas (a figure-of-eight) causes the TM fields to go from a maximum to a minimum,
as the vertically oriented loop antenna turns with respect to the azimuthal direction of
the ground-based TM transmitter. Since the signals from the two orthogonal TM antennas
are not in phase, a maximum signal from one of them corresponds to a minimum from the
other. Conversely, the horizontally oriented TE antenna is not sensitive to such
"turning" effects.

During ascent the antenna was swinging, as indicated by the oscillations seen in the
TE signal traces in Figures 7, 8 and 9. At the free-floating altitude of about 21 km,
which was above the tropopause (about 18 km for this flight), the TE antenna was
essentially horizontal, as evidenced by the absence of oscillations in the TE signals
(Fig. 10). This indicates that, at float, the balloon was drifting horizontally at the
same speed as the wind around It, with very little turbulence so that the payload and the
antenna structure remained essentially motionless with respect to their surroundings.

As indicated above, the TE channel was "contaminated" by leakage of the TM signals
into the horizonatal loop antenna during the ascent of the balloon. Nevertheless, it is
possible to estimate the true (uncontaminated) TE signal levels from the traces of
Figures 7, 8 and 9 for they must lie somewhere between the maximums and the minimums of
the oscillations that were observed. After accounting for the 5x gain-factor associated
with the data from the TE channel, it is possible to describe qualitatively some of the
"pure" TE and TM signal characteristics that were observed during the ascent phase of the
flight. Specifically, throughout ascent the amplitudes of the TE signals increased with
increasing altitude, whereas the amplitudes of the TM signals decreased. The behavior of
the TE and TM signals from Silver Creek, during ascent, are summarized in Table 2. Of
particular note is the significant increase in the ratio of the TE and TM signals that
were observed as the altitude of the balloon increased. As indicated in Table 2, the TE-
to-TM ratio increased by 28 dB over the 0-21 km altitude range of the flight.

A very large part of the increase in the TE signals occurred rapidly, after the
balloon was released and it was still very near the earth. The explanation for this may

TABLE 2
Silver Creek (48.5 kHz) Signal Vs Altitude Data

Relative RMS Amplitude
Altitude (km) TE TM TE/TM (dB)

0.0 4 350 -39
0.9 38 350 -19
2.4 44 330 -19

15.2 70 310 -13
20.7 77 270 -11

be due, in part, to interference effects associated with the horizontal antenna and its
image when it was within one or two loop diameters of the ground. However, this requires
further investigation.

After the initial abrupt increase that occurred near the surface of the earth, the
amplitude of the TE signal increased in a much more gradual manner, as the balloon rose
to its free-floating altitude of 21 km. In general, the TE and TM amplitude-altitude
trends that were observed are similar to those associated with the modal structures
illustrated in Figure 1, which result from theoretical considerations of the propagation
of low frequency waves in the earth-ionosphere waveguide.

During portions of the time that the balloon was floating at 21 km altitude, the
signals from three ground-based (TM) transmitters were monitored. Table 3 gives TE/TM
signal ratios which are typical of those obtained during that period of the flight. The
data provide a measure of polarization conversion effects in the ionosphere.

TABLE 3
TE/TM Signal Ratios From Ground-Based Transmitters

Transmitter Distance Frequency TE/TM (21 Km)

Hawes, Cal. 1125 Km 37.2 kHz - 3 dB
Silver Creek, Neb. 1125 Km 48.5 kHz - 11 dB
Fort Collins, Col. 825 Km 60.0 kHz - 17 dB
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TE and TM Atmospheric Noise at 42.5 kHz

Figure 11 shows RHS noise data at 42.5 kHz that were derived from data obtained over
a 3.5 hour period of the flight. The RMS values for the TM data were obtained after
first squaring the fields sensed by the two orthogonal TM loop antennas and then summing
them, to provide a measure of the omni-directional TM noise. These can then be compared
to the noise fields sensed by the single TE loop antenna which, by its horizontal
orientation, already had an omni-directional receive pattern. Each of the RMS values in
Figure 11 correspond to a minute's worth of data (about 500,000 samples of data). In the
Figure, the y-axis is linear, and is in relative units. The x-axis is time (UT). The
gaps in the noise data represent periods during which the receivers were tuned to monitor
signals from ground-based transmsitters, as described above.

From about 1330 UT to 1430 UT, which corresponds to a period when the balloon was
still ascending, the 42.5 kHz TM noise decreased whereas the TE noise increased. After
about 1430 UT, when the balloon was floating at an altitude of 21 km, the TE noise was
relatively constant, with only small fluctuations present, as seen in the data of Figure
11. The TM data showed larger fluctuations, although they occurred about a relatively
constant level, as well.

Figure 12 and Figure 13 give TE-to-TM noise ratios (in dB), plotted as a function of
time and altitude, respectively, as derived from the data in Figure 11. In addition,
Table 4 provides a summary of the altitude data of Figure 13. The data indicate that the
TE-to-TM noise ratio became significantly larger as the altitude of the observations
increased. For example, over the altitude range of 1.5 km to 20.7 km, the TE-to-TM noise
ratio increased by 12 dB. At the free-floating altitude of 20.7 km the TE noise was only

TABLE 4
TE-to-TM Noise Ratios at 42.5 kHz

Relative RMS Amplitude
Altitude (km) TE TM TE/TM (dB)

1.5 20 210 -20.4
4.6 28 203 -17.2
9.1 32 184 -15.1
16.8 46 170 -11.3
20.7 55 145 - 8.4

about 8 dB less than the TM noise, while at aircraft altitudes of about 9 km the TE noise
was 15 dB less than the TM noise.

5. DISCUSSION

The experiment that was conducted on 4 August 1986 demonstrated that the ALFAN
technique is a viable method for obtaining measurements of TE atmospheric noise. The
results indicated that a free-floating balloon can provide a suitable, electrically-
quiet, platform for obtaining measurements of TE fields that may be significantly weaker
than corresponding TM fields. During the flight, for example, it was possible to obtain
measurements of TE fields that were as much as 40 dB less than the corresponding TM
fields. The experiment also showed that at the free-floating altitude of the balloon,
the orientation of the TE loop antenna was essentially horizontal so that it was possible
to obtain TE noise data that were remarkably free of contamination by TM fields.

During the flight TM and TE signals from three ground-based transmitters were
monitored. Such data (see Tables 2 and 3) provide a measure of the polarization rotation
effects in the ionosphere, caused by the geomagnetic field. Since those effects depend
on such parameters as the signal frequency, the length of the propagation path, the
direction of propagation (relative to the geomagnetic field) and solar illumination
conditions, the data should be especially useful for validating low frequency propagation
prediction techniques.

The TE-to-TM noise ratios at 42.5 kHz that were obtained during the first ALFAN
flight, were appreciably larger than those reported from earlier experimental or
theoretical efforts. For example, at an aircraft altitude of about 9 km,-the ALFAN TE
noise (see Table 4) was only about 15 dB weaker than the TM noise, more than 10 dB higher
than earlier estimates (e.g., 7 and 12]. Of course, one cannot draw general conclusions
from a few data points. It is hoped that data obtained from a number of planned ALFAN
experiments will help to resolve such issues.

Factors which determine the TE/TM noise ratio at a given altitude include (a) the
difference in altitude-amplitude profiles (the height-gains) which are, in turn,
determined primarily by the boundary conditions at the earth and the ionosphere, and (b)
the relative strength of the TM and TE patterns, which depends on the relative
effectiveness of the average lightning stroke in exciting the TM and TE modes and the
attenuation rates associated with the propagating modes. In addition, there are the
"mixing" effects of polarization conversion in the ionosphere that affect the TE/TM
ratios.
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Unfortunately, because of the difficulty in obtaining TE noise data, an accumulation

of a long-term statistical data base similar to those available for TM noise [4 and 6) is
unlikely. Rather, the prediction of TE atmospheric noise will probably depend on
theoretical models, validated In accordance with experimental data such as that being
obtained in the ALFAN program.
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LIGHTNING GENERATION OF LOW-FREQUENCY TE ATMOSPHERIC NOISE
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SUMMARY

This paper addresses the role of horizontal lightning strokes in producing transverse-
electric low-frequency atmospheric noise. It calculates the fields generated by such
strokes as a function of frequency, stroke altitude, stroke orientation, and the state
of the ionosphere. Our results show that horizontal strokes are weak TE noise radiators
unless their altitude exceeds a few kilometers. Above several kilometers, however, hor-
izontal strokes can radiate TE noise almost as efficiently as vertical strokes radiate
transverse-magnetic noise. Because TE noise does not propagate as well as TM noise, the
TE/TM noise ratio tends to diminish with distance, particularly under disturbed iono-
spheric conditions. Most horizontal lightning channels do, in fact, occur above 3 km
and are more frequent than vertical channels. Moreover, the horizontal structure of
lightning is typically 2 or 3 times greater in extent than vertical structure, even for
cloud-to-ground strokes. It therefore appears that horizontal lightning is high enough,
occurs often enough, and has enough channel length to radiate substantial TE noise. TE
atmospheric noise might therefore be stronger than previously believed. Recent balloon-
borne measurements on the TE/TM noise ratio seem to confirm that conclusion.

1. INTRODUCTION

Energy radiated by very low frequency (VLF) or low frequency (LF) electromagnetic
sources in the earth ionosphere waveguide propagates via transverse electric (TE) and
transverse magnetic (TM) modes. The TM modes are best excited by vertically-polarized
sources and can be radiated or received by terminals at virtually any altitude. The TE
modes, on the other hand, are best excited by horizontally-polarized sources and are
extremely weak unless both source and receiver are at least a few kilometers above the
ground.

The advent of VLF/LF links between aircraft has made possible transmitting antennas that
are elevated and horizontally oriented, and TE modes now play a role in strategic commu-
nications. Calculation of TE signals from airborne transmitters is straightforward be-
cause the source is well-defined and the theory is nearly the same as for TM signals.
However, TE atmospheric noise is not as well understood as TM noise. Because TE noise
must be measured aloft (on board airplanes or balloons), only a few brief measurements
have been made. Accumulation of a long-term statistical data base like the one available
for TM noise [CCIR, 1963; Fraser-Smith and Helliwell, 1985] is probably out of the ques-
tion. Prediction of TE noise must therefore rely on theoretical modeling, as well as on
empiricism.

The TE and TM modes are not strictly independent of one another, because geomagnetic
cross-coupling in the ionosphere causes partial conversion between the two polarizations.
Because of that conversion, a TM mode contains a horizontal component and a TE mode con-
tains a vertical one. Conversion is strongest at night. In the daytime, or under
nuclear-disturbed conditions, VLF/LF waves are reflected at low ionospheric altitudes,
where electron-neutral collisions reduce the influence of the geomagnetic field, and the
cross-coupling is usually weak. When coupling is important and the modes are not pure,
they are often called quasi-TM and quasi-TE modes. We occasionally suppress the prefix
"quasi" in this paper.

One would expect TE noise to be radiated mainly by the horizontal components of lightning
strokes and TM noise to be radiated mainly by the vertical components. Nonetheless, com-
puter models that predict VLF noise incorporate only vertical strokes and quasi-TM modes,
and omit horizontal stroke components and quasi-TE modes [Maxwell et al., 1970; Kelly,
Hauser, and Rhoads, 1982). Such models therefore assume TE noise to arise solely from
geomagnetically converted TM noise. That assumption could lead to substantial underesti-
mates of TE noise levels. This paper calculates relative contribution of horizontal
stroke components as a function of frequency, stroke altitude, stroke orientation, and
the state of the ionosphere.

Horizontal lightning has received much less attention than vertical lightning in the
literature because it typically occurs in-cloud and is of less socioeconomic importance
than the more familiar cloud-to-ground lightning. Nonetheless, our results show that
such lightning must be incorporated into models that predict VLF/LF atmospheric noise.
We review the sparse data available on horizontally oriented lightning strokes and
discuss their implications for TE noise modeling.

2. MATHEMATICAL FORMULATION

This section describes the structure of TE and TM modes and details how we calculate the
fields generated by lightning strokes.
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2.1. Fields Generated by Multiple Lightning Strokes

We begin by summarizing the equations governing TM and TE propagation, e.g., Galejs
[1972]; Wait [1970J. The numerical solutions given below follow Budden's method
[1961a,b], so as to account for the vertical inhomogeneity of the ionosphere and
curvature of the earth. To define the notation and illustrate key dependences, we
present the equations that govern the electric field when geomagnetic anisotropy is
neglected. However, geomagnetic coupling among the modes is retained in the numer-
ical results given in Sec. 4.

We use a spherical coordinate system (r, e, *) with its origin at the earth's center.
We assume the wave to propagate in the e-direction and define EV = Er (vertical
field); EH = E (transverse field); EL = Ee (longitudinal field

2.2. Fields From Vertical Sources

The electric fields from the vertical component of a VLF/LF electric dipole are a super-
position of TM modes. The usual propagation equations apply to radiation from coherent
sources (transmitters) and allow for interference among the various propagation modes.
That interference can be either constructive or destructive, and causes the well-known
pattern of maxima and nulls that occurs on VLF/LF communication signals.

Lightning strokes, on the other hand, are neither sinusoidal in time nor coherent, but
are short pulses. Moreover, because noise is treated statistically, various types of
average values are of more interest than instantaneous values. We therefore ignore
the phase terms and treat the mode sums in a RMS sense, which is tantamount to ignoring
intermode interference. That approximation (essentially a random phase approximation)
has been used in the formulas given below.

The vertical electric field is given by

EVV = EO sin IS I I A2i IG(hT)I I2i (hR)I

x exp "2td)l/2 V/m (1)

and the longitudinal field (caused by wave tilt) by

ELV E sin *jj j I A 2A1 IG2(hT) I JA£ 2 1 IG2(hR) I

_2otd)]
I/ 2

x exp (-d]l V/m , (2)

where

120w IL d/a 1/2

H0  12o v . (3)

The first subscript on E denotes the field component (V = vertical, L = longitudinal) and
the second denotes the source component. We have assumed a sinusoidal frequency depen-
dence and defined the various parameters as follows: t = quantities associated with the
Ith TM mode, I = root-mean-square (RMS) current at antenna base, L = effective length of
transmitting antenna, A = free-space wavelength, d = distance from transmitter, a = radius
of earth, sin * = factor accounting for inclined transmitting antennas (* being the angle
between dipole orientation and the horizontal), always a value of 1 for vertical electric
dipoles. Although most quantities are in meter-kilogram-second (MKS) units, distances
(L, A, d, a) are in megameters.

The quantity Sj is the eigenvalue of the Ith TM mode. At very low frequencies, S
has a magnitude close to unity, so the term S3/2 in Eq. (1) does not influence the field
appreciably. The magnitude of the vertical efectric field depends on the state of the
ionosphere, mainly through the following parameters: At, the excitation factor for the
TM mode; al, the attenuation rate in decibels per megameter of propagation (dB/Mm); and
GI, the height-gain functions for transmitter and receiver heights hT and hR, respec-
tively. The quantity At in Eq. (2) is the wave admittance at the receiver altitude.
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2.3. Fields From Horizontal Sources

The horizontal component of an elevated VLF/LF antenna radiates a complicated superposi-
tion of TE and TM modes. We avoid much of that complexity by considering broadside
propagation only, where the great-circle path connecting transmitter and receiver is
perpendicular to the plane containing the inclined electric-dipole transmitting antenna.

The broadside horizontal electric field is given by

EHH E0 cos IS- I IA AI IG 2(hT)I IG (hR H

x exp ( 2amd)]i/2 V/m (4)

The symbols are the same as in Eq. (1), except that the subscript m denotes the mth TE
mode.

2.4. Mode Structure

The contribution of a given mode to the total field is proportional to its excitation
factor A, its attenuation factor exp (-ad/8.7), and the source and receiver height-gain
functions G(hT) and G(hR), respectively. We discuss those factors individually.

2.5. Excitation Factors

The factor A accounts for the efficiency with which a mode is excited by a ground-based
transmitter. At lower VLF frequencies, the TM excitation factors At are roughly equal
to the reciprocal of the nominal reflection height. The TE modes are excited much less
efficiently than the TM modes, with Am being 4 to 5 orders of magnitude smaller than At
[Field et al., 1986]. That smallness prevents low-altitude sources from radiating TE
modes efficiently in the VLF/LF bands, and it prevents low-altitude receivers from
receiving TE modes.

2.6. Attenuation Rates

Higher-order modes are usually more severely attenuated than low-order modes and, as a
result, can often be neglected at VLF over long path lengths. At LF, attenuation of
the higher modes can be mitigated by efficient excitation.

The TE attenuation rate is virtually independent of ground conductivity. The TM rate, on
the other hand, does depend on conductivity and exhibits a strong, broad maximum for con-
ductivities between 10- and 10-4 mho/m, where the TM eigenangle is near the Brewster's
angle of the ground [Pappert, 1970; Field, 1982]. Such a mode (usually the lowest TM
mode) is very heavily attenuated and is called the Brewster mode.

The TE modes are usually attenuated somewhat more than TM modes, except for the Brewster
mode. Both TM and TE modes become more heavily attenuated under disturbed conditions
that depress the ionospheric reflection height. Such disturbances--of nuclear or natural
origin--generally affect TE attenuation more adversely than TM attenuation.

2.7. Height-Gain Functions

It is the height-gain functions that are central to this paper, because they account for
source and receiver elevations. Figure 1 diagrams idealized height-gain functions for
the first three TM modes and the first three TE modes. The TE field is small at low
altitudes, so the measurement of TE waves requires that receiver probes be at altitudes
of at least several kilometers. Similarly, for efficient excitation of TE fields, the
source must be at high altitude and have at least some horizontal orientation.

When the source is elevated above a few kilometers, the large height-gain function of TE
modes mitigates the effects of the small excitation factor, so those 2modes can be excited
nearly as effectively as TM modes. More precisely, the guantit: AmGm can be of the same
order of magnitude as the quantity A£G2 at aircraft altitudes.

2.8. Geomagnetic Cross-Coupling Between TE and TM Modes

Strictly speaking, TE and TM polarizations are not independent because of geomagnetic
cross-coupling in the ionosphere. Thus, TM waves partially convert to TE waves, and a
vertically oriented source will excite a transverse field EHV in addition to the primary
fields EVV and ELV given by Eqs. (1) and (2). Similarly, a horizontal source will excite
longitudinal and vertical fields EVH and ELH, even in the broadside direction.

Geomagnetic cross-coupling is usually strongest at night. In the daytime, VLF/LF waves
are reflected at low ionospheric altitudes where electron-neutral collisions greatly
reduce the influence of the geomagnetic field. Under disturbed conditions that
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substantially depress the lower ionosphere, cross-coupling is virtually absent. We use
a full-wave computer code that makes full allowance for geomagnetic anisotropy to cal-
culate coupling between TM and TE modes, and therefore includes the cross-coupled fields
EHV, EVH, and ELH as well as the primary fields EVV, ELV, and EHH.

3. NOISE-PREDICTION MODELS

At any point in time there is lightning activity somewhere on the earth. Each lightning
stroke acts as a burst transmitter, and the radiated energy propagates to the receiver
via earth-ionosphere waveguide modes. The total noise is the sum of the noise from all
lightning strokes worldwide, weighted by the attenuation suffered propagating from source
to receiver.

Depending on its height and inclination, a lightning stroke radiates both TM and TE modes.
Figure 2 gives two examples of that process: a vertical cloud-to-ground stroke that
radiates only TM modes; and an inclined in-cloud stroke that radiates both TM and TE
modes. Figure 2 is oversimplified in two respects--first, cloud-to-ground strokes are
seldom purely vertical; second, it neglects geomagnetic conversion and includes only the
primary components EVV and EHH (ELv is usually small).

Figure 3 shows schematically how geomagnetic coupling causes a vertical noise source at
an undisturbed location to excite quasi-TM modes that have both vertical (Evv) and hori-
zontal (EHV, ELV) electric field components. If the ionosphere were disturbed, however,
only pure TM and TE modes could exist, and the component EHV in Fig. 3 would be very
small. The fields would then approximate the classical form shown in Fig. 2.

Although more than 15 years old, the Westinghouse Georesearch Laboratory noise-
prediction model is still the best available [Maxwell et al., 1970]. Developed in an
era when no airborne VLF receivers were in operation, the WGL model treats only ground-
level TM noise at frequencies from 10 to 30 kHz. It uses thunderstorm occurrence sta-
tistics as input data, divides the earth into many equivalent noise transmitters, and
computes various noise properties. That model includes cloud-to-ground and in-cloud
lightning strokes, but neglects the horizontal components of those strokes. The Naval
Research Laboratory, Washington, D.C., has extended the WGL model by noting that
a fraction of the horizontally polarized noise is due to geomagnetic conversion of the
TM mode into a quasi-TM mode, as shown in Fig. 3 [Kelly, Hauser, and Rhoads, 1981].
Because the WGL model calculates EVV for the lowest three quasi-TM modes, NRL was able
to combine parts of Naval Ocean Systems Center WAVEGUID computer program with the WGL
model to calculate quasi-TM-mode fields EHV aloft, but did not include EHH.

4. EFFICIENCY OF ELEVATED HORIZONTAL SOURCES

This section shows how the TE noise-generating efficiency of lightning strokes depends
on the altitude and orientation of the stroke, and on the center frequency of the band
in which the noise is observed. Although Eqs. (i) through (7) omit the geomagnetic
field in order to simplify the discussion, all results given in this section were ob-
tained with our WAVEPROP computer code, which accounts fully for the geomagnetic field
and height gradients in the charged-particle densities and collision frequencies.

For all cases, we have assumed the fields to be measured at the nominal aircraft alti-
tude of 30,000 ft [hR = 9.1 km in Eqs. (1) through (7)]. We also assume propagation
broadside to the horizontal component of the source, which we take to be an electric
dipole of unit moment IL inclined at an angle i to the horizontal. Our use of a dipole
rather than an extended source does not accurately represent a lightning stroke, which
can be many kilometers in length. However, an extended stroke can be synthesized from
a chain of elemental dipoles, properly weighted for intensity. Similarly, our use of
specific frequencies should be interpreted as representing individual Fourier components
of an actual lightning stroke.

4.1. Dependence on Source Inclination

Figures 4 through 6 illustrate how the vertical (Ev), transverse (EH), and longitudinal
(EL) electric-field components depend on source inclination * for three different iono-
spheric conditions. Those three figures assume a source altitude of 5 km, a frequency
of 45 kHz, a range from the source of 2 Mm, a geomagnetic dip angle of 60 deg, and prop-
agation from geomagnetic south-to-north. Recall that * is measured from the horizontal,
so * = 0 for a horizontal electric dipole (BED) and * = 90 deg for a vertical electric
dipole (VED). Also note that because of geomagnetic conversion, the vertical field Ev
contains the cross-coupled term EVH as well as the primary term EVV, and EH contains
EHV and EHH.

We begin by showing results for a disturbed ionosphere where the reflection heights are
depressed far below their ambient levels. As discussed above, that case is simplest;
geomagnetic cross-coupling is nearly absent, and the modes closely approximate classic
TM and TE forms. In particular, the transverse field EH is caused almost entirely by
the horizontal component IL cos xP of the dipole source and should be nearly identical
to EHH. The vertical and longitudinal fields EL and EV should be nearly equal to ELV
and EWV, because they are caused almost entirely by the vertical source component IL sin i.

Figure 4 shows the three electric-field components versus dipole inclination for a se-
verely depressed ionosphere, such as might occur in a moderate nuclear environment or
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during a strong solar proton event. For the case shown, the ionospheric reflection
height was depressed to nearly 50 km, well below its nominal daytime value of around
65 km, and far below the 70 to 75 km height range where collisional and geomagnetic
effects are approximately equal. As expected, the fields have the classic form, where
EV and EL are nearly proportional to sin 4 and EH is nearly proportional to cos *.
There is, however, a small amount of geomagnetic coupling, evidenced by the fact that
the transverse field EH does not quite vanish when the dipole is oriented vertically.

One measure of the strength of TM-to-TE coupling is the ratio of EH to the vertical field
EV, both computed for * = 90 deg. That ratio, which is EHV/EVV, gives the relative trans-
verse field generated by a VED. If coupling were absent, EHV would be zero. Figure 4
shows EHV/Evv to be -80 dB, a very small number. It is therefore permissible to neglect
the geomagnetic field when the ionosphere is depressed far below its daytime level.

Figure 5 applies to ambient daytime ionospheric conditions rather than disturbed con-
ditions, so the geomagnetic coupling should be stronger than shown in Fig. 4, and the
fields should differ somewhat from the classic TM and TE forms. The vertical and long-
itudinal components EV and EL still approximate a sin 4 dependence (although not so
closely as in Fig. 4), but the transverse field EH shows a dependence on * that bears
little resemblance to cos 4. The TM-to-TE conversion ratio EHV/Evv is -25 dB--still
weak, but 55 dB stronger than indicated in Fig. 4 for the depressed ionosphere.

Figure 6 shows the three electric-field components under undisturbed nighttime iono-
spheric conditions, where geomagnetic cross-coupling is strongest. Here the *-dependence
of EV, EL, and EH, respectively, differs from the classic sin 4 and cos :- forms. The
strength of the TM-to-TE coupling at # = 90 deg is -7 dB, which means that -r the con-
ditions assumed, a VED will produce a transverse field EHV that is nearly half as large
as the primary field EVV. Therefore, under ambient nighttime conditions, a vertical
source can produce a substantial horizontal electric field.

4.2. Efficiency of Horizontal and Vertical Noise Sources

We now show how the noise-generating efficiencies of HED and VED sources depend on source
elevation. Figures 7 and 8 illustrate an elevated HED (4 = 0) at altitude h and a
ground-based VED (* = 90). The ratio EHH/EVV is plotted in the figures, which gives the
relative amplitudes of the primary field components generated by each source type.
Stated simply, that ratio compares transverse noise excited by a horizontal source with
vertical noise excited by a ground-based vertical source having the same moment. It
reveals the TE-to-TM noise ratio if horizontal stroke components were as numerous and
strong as vertical stroke components.

Figure 7 shows EHH/Evv versus the HED altitude for three types of ionosphere: ambient
night, ambient day, and strongly disturbed. It assumes a ground conductivity of 10-2 s/m,
south-to-north propagation, a frequency of 45 kHz, and ranges of 2 Mm and 4 Mm. The ra-
tios are very small for HED altitudes below about 1 km because, as discussed in Sec. 2,
horizontal sources radiate very poorly if they are too close to the ground. If the HED
source is higher than a few kilometers, the ratios become much larger, particularly at
night. In no case is the transverse field from the HED as strong as the vertical field
from the VED, indicating that, in regions of high ground conductivity, TE noise is weaker
than TM noise unless horizontal sources are more numerous or more intense than vertical
sources. Note, however, that the ratio approaches unity (0 dB) at night if the source is
above 5 km and within 2 Mm of the receiver. The ratio decreases as the range increases,
because TE modes are usually more heavily attenuated than TM modes. That effect is es-
pecially pronounced when the ionosphere is depressed, which is why the ratio is so small
as to be off-scale in Fig. 7b.

Figure 8 shows how the results depend on assumed ground conductivity. The HED is about
20 dB more effective over poor ground (a = 10- 4 s/m) than over good ground (a = 10-2 s/m).
Moreover, if the HED is more than 4 km above poor ground, the ratio EHH/EVV exceeds unity
(0 dB), which means it is more efficient at exciting TE noise than the VED is at exciting
TM noise. That result is due to two effects: (1) horizontal dipoles radiate better over
poorly conducting ground than over highly conducting ground; and (2) TE modes, being
earth-detached, propagate equally well over all types of ground; whereas, TM modes are
more heavily attenuated over poor ground.

4.3. Importance of Horizontal Stroke Components in Generating TE Noise

Figure 9 illustrates the ratio EHH/EHV, where EHH is the horizontal electric field radi-
ated by an elevated horizontal source (lightning stroke) and EHV is the geomagnetically
coupled horizontal field radiated by a ground-based vertical source of the same strength.
Both EHH and EHV are calculated for an altitude of 30,000 ft and a frequency of 45 kHz.

Recall that EHH propagates via TE modes, omitted from certain noise models; whereas, EHV
propagates via quasi-TM modes, retained in those models. The ratio EHH/EHV shown in
Fig. 9 is, therefore, the number of decibels that should be added to the horizontally
polarized noise predicted by those models if horizontal stroke components were as numer-
ous and intense as vertical ones.

As expected, the ratio EHH/EHV is small if the lintning stroke is below 1 or 2 km. It
is larger for strokes at higher altitudes, but still only moderate under normal night-
time conditions, where geomagnetic conversion is strong. It is larger (up to 10 dB)
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under normal daytime conditions because the daytime ionosphere suppresses geomagnetic
conversion. For the disturbed environment, the ratio can exceed 30 dB. That huge
ratio occurs because the nuclear environment depresses the waveguide height and virtu-
ally eliminates the ability of a vertical stroke to excite horizontal fields EHV. Hori-
zontally polarized noise is then dominated by horizontal strokes and TE modes.

5. SURVEY OF DATA ON HORIZONTAL LIGHTNING

Three conditions must be met for horizontal lightning to produce substantial global TE
noise. First, horizontal lightning must be abundant; second, it must occur above 3 to
4 km; third, it must have adequate HED moments, which implies that the "IL" product
(the product of current and channel length) should be sizable.

In order to assess how well horizontal lightning meets the above conditions, we surveyed
numerous published sources on lightning phenomena. The materials reviewed, although not
all-inclusive, adequately represent data now available. Only a small fraction of those
sources contain quantitative data on horizontal lightning.

5.1. Types of Lightning

Lightning is divided into two major categories: (1) discharges that strike the ground,
called ground flashes or cloud-to-ground (CG) lightning, and (2) discharges that occur
within a cloud or between two clouds, usually classified together and called in-cloud
(IC) lightning.

5.2. Cloud-to-Ground Lightning

Because of its economic and social importance, CG lightning has been studied extensively.
The initial part of the flash is called the leader and is initiated by a preliminary
breakdown within the cloud. As the leader nears the ground, its tip becomes connected
to the ground potential. The leader channel is then discharged and the "return stroke"
propagates up the ionized leader channel. Average leader currents are on the order of
100 A. However, peak currents of 30 kA occur in the return stroke, at least near the
ground [Uman and Krider, 1982].

CG lightning traditionally has been considered primarily a vertical discharge. There is,
however, mounting evidence that even a vertical return stroke becomes horizontal after
entering a cloud, where it extends laterally for many kilometers [Pathak, Rai, and
Varshneya, 1982]. CG strokes therefore can excite TE waveguide modes directly.

5.3. In-Cloud Lightning

Although IC lightning is more common than CG lightning, it has not been studied as exten-
sively because detailed observations are difficult, and IC lightning is of little economic
or social importance. Therefore, much less is known about the properties of IC lightning
than earth flashes.

It is believed that IC discharges consist of a continuously propagating leader that gen-
erates a number of return strokes called recoil streamers. The duration of an IC dis-
charge is approximately the same as that of a CG flash (0.5 ms). There is no stroke in
IC lightning that compares in strength with the intense return strokes in CG lightning.

5.4. Abundance of Horizontal Lightning

Numerous data have been collected on the global distribution and frequency spectrums of
CG lightning. The majority of those data are from single station measurements, which
cannot provide precise information on the structure and location of the lightning channel.
Pioneering work in the early 1970s [Few and Teer, 1974] demonstrated that the large-scale
features of thunderstorms, including lightning structure within clouds, could be recon-
structed from thunder recorded with an array of microphones.

Those techniques were then applied to IC lightning in a Tucson, Arizona, storm [Teer and
Few, 1974], including the IC channel of the CG stroke as well as IC lightning paths. All
channels exhibited considerable horizontal structure, with an average horizontal range of
approximately 6.2 km, a minimum horizontal range of 2.6 km, and a maximum horizontal
range of 11.6 km. Moreover, the predominant orientation of the discharge was horizontal
in CG strokes as well as IC strokes. For CG strokes, the horizontal extent of the chan-
nel on the average exceeded the vertical by 2.1 ±0.8 times. The average ratio of hori-
zontial extent to vertical thickness for the IC discharges was 2.9 ±0.9.
A more recent study [MacGorman, Few, and Teer, 1981] encompassed acoustic data from
storms in Arizona, Colorado, and Florida. In all three storms, the structure of indi-
vidual lightning flashes was primarily horizontal. Figures 10 and 11 give examples of
lightning structure reconstructed from the acoustic data. The horizontal orientation
of both the CG stroke (Fig. 10) and the IC stroke (Fig. 11) is evident.

Because IC flashes tend to be even more horizontal than CG strokes, the relative abun-
dance of CG and IC flashes is important to our analysis. Prentice and Mackerras [1977]
assembled much of the early data on the ratio of IC to CG flashes. With one exception,
the number of IC flashes counted exceeded the number of CG flashes.

Southern hemisphere measurements also indicate an abundance of IC flashes. In a light-
ning study in Pretoria, South Africa, which lasted more than 10 years, the apparent
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cloud flash density was 2.5 times the earth flash density LAnderson et al., 1984].
Throughout two thunderstorm seasons from September 1982 to May 1984 in Brisbane,
Australia, the overall IC to CG ratio was 3.0 [Mackerras, 1985].

The studies cited above show that IC flashes are more abundant than CG flashes, and that,
as expected, IC lightning is primarily horizontal. Moreover, the structure of CG light-
ning (long treated as vertical) seems to have a predominantly horizontal orientation
within the cloud. Horizontal lightning therefore appears to be more abundant than ver-
tical lightning, and to have greater average channel lengths.

5.5. Altitude of Horizontal Lightning

The data given by MacGorman, Few, and Teer [1981] indicate lightning tends to occur in
layers 2 to 3 km thick. Figure 12 shows the altitude distribution of the average number
of acoustic sources per lightning flash. The majority of activity occurs above 3 km, and
much activity occurs above 6 km. Moreover, that high-altitude horizontal structure is
by no means confined to IC flashes. Recall from Fig. 10 that (at least for the stroke
depicted) the CG return stroke is mainly vertical only below about 3 km, above which it
turns and runs horizontally for more than 10 km.

We conclude that horizontal channels for both CG and IC lightning occur at altitudes high

enough to excite TE noise efficiently.

5.6. Strength of Horizontal Lightning

Equations (1) through (7) show that the radiation from an electric source is proportional
to the current I and the channel length L. Data cited above indicate that horizontal
lightning channels are typically 2 or 3 times longer than vertical ones, and, all other
things taken equal, horizontal strokes should be better radiators than vertical ones.
All other things are not equal, however, and we need data on horizontal current ampli-
tudes in order to draw conclusions on horizontal source strength.

Lightning currents can be measured directly if the stroke contacts the ground, or can be
inferred by inverting fields measured at some distance from the stroke. Horizontal
strokes never contact the ground. Moreover, we showed in Sec. 4 that the TE fields
needed to define horizontal lightning currents can be measured only at altitude. The TE
noise-field data are therefore virtually nonexistent, and little information is available
on the strength of horizontal lightning currents.

In the absence of data, the best we can do is assume the horizontal currents in IC strokes
to be equal to the vertical currents, on which data are available. If that assumption is
correct, the ratio of HED to VED moment in an IC discharge is simply the ratio of the
horizontal to vertical channel lengths--about 2 or 3, according to data given above.

Maxwell et al., [1970] give peak currents on the order of 5 kA and average vertical chan-
nel lengths of 1 or 2 km for IC strokes. They use IC VED moments ranging from 2 x 103 to
5 x 103 A-km, and we infer the corresponding IC HED moments to be 2 or 3 times larger (on
the order of 104 A-km). Maxwell et al., [1970] use 5 x 104 A-km (1/2 x 30 kA x 3.5 km)
for VED moments of return strokes in CG flashes. Horizontal IC strokes would therefore
appear, on the average, to be about 14 dB (20 log 5) weaker than the vertical channels of
CG return strokes. However, although IC strokes are weaker than CG return strokes, they
are more abundant.

We found no data on the horizontal current strength in CG return strokes. That current--
not included in the estimate presented above--could be the major contributor to TE noise.
A plausable model for the complete discharge is that the horizontal current distributes
the vertical current to charge concentrations within the cloud, we would then expect the
total horizontal current to be approximately the same as the vertical current. The fact
that horizontal currents cause thunder indicates the current is fairly large.

6. DISCUSSION

Vertically oriented lightning excites low-frequency TM noise efficiently, regardless of
stroke altitude. Horizontally oriented lightning, on the other hand, is a weak radiator
of TE noise if the stroke is within 1 to 2 km of the earth's surface. Only if a horizon-
tal stroke altitude exceeds a few kilometers will it approach its full effectiveness as
a TE noise radiator. In that situation, a horizontal stroke radiates TE noise almost as
strongly as a vertical stroke (having the same current moment) radiates TM noise. It also
produces much more TE noise than arises from geomagnetic conversion of TM noise. Because
TE noise oes not propagate as well as TM noise, the TE/TM noise ratio tends to diminish
as the distance from the source increases, particularly under strongly disturbed iono-
spheric conditions.

Although data on horizontal lightning are scarce, our literature search showed that most
horizontally oriented channels occur high enough (above 3 km) to be efficient TE noise
radiators. Moreover, the horizontal structure of lightning--both IC and CG--is typically
2 or 3 times greater in extent than the vertical structure. It therefore appears that
horizontal lightning is high enough, occurs often enough, and has enough channel length
to radiate TE noise almost as strongly as vertical lightning radiates TM noise. The
question remains how horizontal lightning currents compare with vertical currents. Data
are virtually nonexistent, although we can conclude from TM field measurements that cur-
rents in IC strokes are smaller than the intense return-stroke currents in CG strokes.
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The above discussion indicates that the TE/TM noise ratio at aircraft altitudes depends
on several competing factors: TE noise sources have adequate altitude and greater length
than TM sources; but TM sources can have extremely strong currents, and TM noise usually
suffers less propagation loss than TE noise. A quantitative evaluation of all those
factors is beyond the scope of this paper. However, two conclusions can be made at this
time: First, horizontal lightning strokes must be included in TE noise-prediction models;
second, TE atmospheric noise might well be stronger than previously believed.

There have been a few brief measurements of the TE/TM noise ratio aloft. Kelly, Hauser,
and Rhoads (1982] cite data measured at midlatitudes on board an aircraft. The nominal
TE/TM noise ratios at both 17 kHz and 29 kHz were between -25 dB and -35 dB in the day-
time, and between -10 dB and -15 dB at night. In view of our findings, those ratios are
surprisingly small, especially in the daytime.

More recently, the Rome Air Development Center (RADC), Griffiss Air Force Base, New York,
used a balloon-borne package to measure the daytime TE/TM ratio at a frequency of 42.5 kHz
[Turtle, 1987]. The location was New Mexico; the date was 4 August 1986; and the local
time was from about 0900 to 1345. Most of the measurements were taken at the final bal-
loon altitude of 68,000 ft, but a short measurement was made at 30,000 ft during ascent.

At the higher altitude (68,000 ft) the measured RMS TE/TM ratio was -8.4 dB. Assuming a
linear dependence of noise amplitude on altitude,* the TE/TM ratio at the nominal aircraft
altitude of 30,000 ft is -15.5 dB. That scaled number agrees closely with the actual
-15.1 dB ratio measured during ascent. Results not presented here show that the daytime
TE/TM ratio at 42.5 kHz should be only slightly higher than at 29 kHz. The ratios re-
ported by RADC can thus be compared with those cited by Kelley, Hauser, and Rhoads [1982],
and appear to be about 10 dB higher.

It is, of course, dangerous to draw general conclusions from a few data points because
noise is variable, and any given data point could be sporadic. Accordingly, RADC has
made another set of measurements in New Mexico. The data were not fully reduced at the
time of this writing, but seem generally consistent with the August 1986 data.

The use of balloon-borne instrument packages to measure TE noise fields offers the poten-
tial of obtaining much needed data on the currents in horizontal lightning channels. If
such a package were flown within 50 km of a storm, for example, it should be possible to
resolve individual strokes and obtain TE and TM field time-histories that are relatively
free of propagation distortion. Such data, now only available for TM noise sources,
could then be used to infer the HED-to-VED ratio of various stroke types.

Equivalent to assuming sin wh/H = h/H, where h is balloon height and H is the
height of the ionosphere (see Fig. 1).
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Fig. 1. Idealised height-gain functions in earth-ionosphere waveguide.

Fig. 2. TE- and TM-mode generation by lightning strokes (isotropic propagation).



3-10

Fig. 3. Geomagnetic coupling between TM and TE noise in anisotropic vaveguide.

70

0 20 n SO 40 a so 70 aO

DIPOLE NCLUMATION. *

am:~ SONS~ INImn - 6 at 111101.. Hamm -t 9. hm IRAINmcv -45 e.
=== TICW -W, S- N POP*A"TMO; WKKM

Fig. 4#. Vertical 4&d horizcontal electric field components versus
source oriestation for disturbed conditions.

USTA IL

490

URM
anFEDg

0 11 I IN a so . 0 W s

DW04.E ISCLATIONI,*

mwn: MOIm. sammY- - ImorAN. "slow. - C, h.; P"IGUUm, *4 kwm.
RAIIII-0wGI 1"OW * *O -11PROPAMATOM;Bo.

Fig. 5. Vertical and horizontal electric field components versus
source orientation for ambient daytim conditions.



3-11I

VEURTI4ALL FIEDE

s1o

.10

0 0 20 30 40 so U 70 0 0

D4904. INCLINATION. 0

~0~1C00 -Or. $--W POPAA'TM;GaUNO

Fig. 6. Vertical and horizontal electric field components versus
source orientation for ambient nighttime conditions.

A. ANGE- 211 IL RANW41

DAY

DAY

.3,0. .30 /

400 DffTED O0FF SCALE)

0 a 10 a 2 4 0 S IQ
OD ALM1IUSE NED ALTITUD

mmi saws'646 .l k PMSUUC JMIUJWTIC MW;

Fig. 7. Ratio of primary field LERR produced by elevated horizontal dipole
to primary field Evv produced by ground-based vertical dipole for
three ionospheric conditions.

A. RANE-2~ M& . RANEu- 4 A%

100

-20~ /4 /

2 1 0 0 2 4 0 a III
III AL.I)~ NED ALTMAN~

i SiM m 16464? .ONS., wP1 U"4 OftOUC 0141MSINFIC OW - W.

Fig. 8.Ratio of primary field EHH produced by elevated horizontal dipole to
primary field Eye' produced by ground-based vertical dipole for ambient
daytime conditions and various ground conductivities.



3-12

/
.1 /

0 2 4 a 10
HIED AL~MUE 0=1W

FRIUEiNCY 44 kHc; RA5A - 4 im; - 1 - WM

mm: R Ec ER M1 0iST .-&I b; FRIENC . a0b

aOMAQWTIC OW.U I !OP"ATM.'
ea GROU CiVITy .1.A.

Fig. 9. Ratio of TE noise from horizontal source to TE noise
from vertical source for three ionospheric conditions.

S n I tDMM I i I

tSo

Ie

0

I I I iI I i i . ' L I I I ] t I I ] I I

-'H0 4 0 5S 10 1
"
6

NOwiTH (un)

020U06: UACOOM. IT AL (11911.

Fig. 10. Elevation view of acoustic sources in CG stroke in Arizona storm.

*'iI

p p I I a"

.10 4 0 £ t0 IS

NTH (hi)

RlOUSE: iAORN. U l AL I1101I.

Fig[. 11. Elevtion view of acoustic sources i-n TC stroke in Arizona storm.



3-13

37 FLAsHE

2 4 6 1 10 12
AVERAGE SOLCE% PER FLASH

(ArnZOtA)

35 FLASHES

14

12

4)

2

00 S 1 1 2 3
AVERAGE SOURSCES PER FLASH AVERAGE SOURCES PER FLASH

(COLORADO) MFORIDA

SiOURN M&COAN. IT AL 1111.

Fig. 12. Altitude distribution of sources for three storms
at differing locations.



4-I

VLF RADIO NOISE

Michael D. Andrews
Interferometrics Inc.
8150 Leesburg Pike
Vienna, VA 22180

Lorraine DeBlasio and Francis J. Kelly
E. 0. Hulbert Center for Space Research

U. S. Naval Research Laboratory
Washington, D.C. 20375

SUMMARY

The Ionospheric Effects Branch of the Space Science Division
at the Naval Research Laboratory is engaged in an ongoing program
to measure the natural noise environment at VLF. A Navy P-3
aircraft has been used to measure the ambient noise at 35 kHz.
There are three orthogonal loop antennas so that both TE and TM
components of the noise can be measured.

Mean noise levels and values for Vd will be presented for 1620
observations on seven days in July and August, 1986. Examples of
the observed APDs are shown. This experiment observed values for
Vd significantly lower than the C.C.I.R. values which probably in-
dicates that these observation were heavily influenced by local
noise rather than atmospherics.

INTRODUCTION

The Ionospheric Effects Branch of the Space Science Division
of the Naval Research Laboratory (NRL) is engaged in an ongoing
effort to study VLF/LF propagation. Figure 1, prepared by Mr. C.
Smith of MITRE Corp, presents a summary of reported VLF/LF experi-
ments. There is a clear lack of validation data for Arctic
latitudes. This is particularly true for the TE component of sig-
nals. There are at least two areas in which additional data would
aid in the design of communication systems. First, validation
data would allow greater confidence in propagation modelling.
Second, the noise characteristics must be known for proper im-
plementation of noise compensation techniques.

At NRL, we are working to gather data to begin to fill the
gaps in the data base. Ground stations were installed in Septem-
ber, 1985 at Andoya and Spitzbergen in Norway. Each station is
equipped with a whip antenna and a loop antenna which are used to
monitor several fixed site VLF/LF transmiters. In addition,
several "empty" frequencies are monitered for measurement of noise
level.

The experiment to be discussed in this paper was conducted on
a Navy P-3 aircraft. A series of flights were conducted to
measure the TE and TM components of both propagated signals and
noise. To the best of our knowledge, this is the first report of
the characteristics of TE noise at Arctic latitudes.

EXPERIMENT DESCRIPTION

A P-3 Orion aircraft was used to measure the TE and TM com-
ponents of both noise and signals. The aircraft is operated by
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NRL for use in scientific projects. NRL and Navy personnel sup-
plied all of the support needed to complete this project.

Hardware

A block diagram of the experiment is shown in Figure 2. There
were four antennas installed on the aircraft. The Long Wire (LW)
antenna was a single wire strung from a point forward of the
aircraft center to a point on the tail. The response of this an-
tenna is similar to that of a short vertical antenna. However,
the LW is somewhat sensitive to all components of the electric
field. The unamplified signal from the LW antenna was of suffi-
cient strength that a preamplifier was not necessary.

Three magnetic loop antennas were installed in an orthogonal
configuration inside the tail near the rear of the aircraft. The
loop antennas each contained twenty turns of wire inside a torus
of conducting, nonmagnetic material. These antennas measured only
the magnetic components of the field. The antennas were placed in
a mounting in which the axes of the loops were oriented fore-to-
aft, across the fuselage, and vertically. These antennas will be
refered to as FA, CR, and VE respectively. The FA and CR antennas
were sensitive to the Transverse-Magnetic (TM) field while the VE
antenna measured the Transverse-Electric (TE) field. The loop an-
tennas were connected to a specially designed low noise
preamplifer with a nominal gain of 30dB mounted on the antenna
rack in the rear of the aircraft.

The signals from all four antennas were passed through an NRL
designed highpass filter. All frequencies below about 5 kHz were
strongly attenuated by this filter which was necessary to suppress
harmonics of 60 and 400 Hz which originate in the aircraft power
system. The signals from all four antennas were passed in paral-
lel to three HP Model 59307A VLF switches. Each switch, under
computer control, passed one of the four antennas' signals.

There were three separate data paths, one from each of the
switchs. To insure that the paths were indeed separate, the out-
put of each switch was directed to the input of an Accudata 122 DC
amplifier with a nominal gain of 34 dE. These amplifiers were
required to properly buffer the signals as they were passed to the
various receivers.

The signal from switch 1 went to an HP 3596B Selective Level
Meter (SLM) which operated under computer control. The SLM was
used to moniter several preselected frequencies with a bandwidth
of 20 Hz.

The signal from switch 2 was sent to a Stodart NK12T noise
receiver. The observing frequency of the N112 was controlled by a
Larch Adret frequency synthesizer which served as a stable exter-
nal L.O. The analog output of the NK12 was passed to channel 1 of
an NRL 12 bit A/D converter and, the digitized output was re-
corded by the computer. Switch 2 was never actually switched;
the N12 monitored the LW antenna at all times.

The signal on branch three was sent in parallel to two
separate receivers. The first instrument was an HP 3562A Spectrum
Analyzer (SA). The SA was controlled by the computer. The second
instrument was a Stodart N17/NM27A noise receiver. The NM17 was
manually tuned to 35 kHz by turning a wheel on the front panel.
The output of the 3N17 took the form of analog data from a 100Hz
bandpass in which the output voltage was proportional to the
logarithm of the signal voltage. The analog output of the NN17
was passed through the second channel of the A/D converter and re-
corded by the computer.

There were several additional devices interfaced with the com-
puter, an HP 21138 model of the HP1000. There was an NRL designed
hardware interface to the Litton Internal Navigation System (INS).
This allowed the data as recorded by the computer to be labeled
with the aircraft's latitude, longitude, and heading. A HP 59309
system clock was in place to provide accurate time tagging of the
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data. Finally, there was a line printer and a plotter available
for printout.

The P-3 aircraft is a hostile environment for electronic
equipment. Spares were carried on the aircraft of all the
hardware except the SLK and the NM17. It was not believed that a
spare SLU would be needed and there was no second NK17 available.
The SA proved to be unreliable. At various times there were three
of these instruments on the aircraft and all failed on more than
one occasion. Fortunately, there was always one working.

Observino Strategy

The data collection was controlled by software on the HP1000
computer. There was a master program which called and controlled
six other programs. The computer had three principal data taking
programs and software which allowed the time and aircraft position
to be entered into the data header.

The first program controlled the SLM, via an IEEE 488 bus, and
the setting of switch 1. A set of sixteen frequencies, listed in
Table 1, were measured with a 20 Hz bandwidth in order of increas-
ing frequency. The switch was set to the next position after the
highest frequency was measured. The meter reading for each
frequency and the header information was recorded on disk files.

A second program controlled the data acquisition from the SA.
The frequency range of 10-90 kHz was observed with 10 Hz resolu-
tion by recording a series of ten 8 kHz wide spectra. Switch 2
was advanced after each series was completed.

A third program controlled data aquisition from the N17 so
that it actually operated as a noise receiver. The 100 Hz
bandwidth signal from the A/D converter was sampled at a 200 Hz
rate. Every four seconds the accumulated data were written to
tape. This program continued to read and record data for ap-
proximately 90 seconds while switch 2 remained on a single an-
tenna. The data was also binned as read into 100 boxes covering
the range of 60 dB. This program also processed the data so that
at antenna switch a disk record was written that contained the
header information, the mean, the ratio of the mean to the RKS,
and the fraction of the data that fell into each of the 100 bins.

The 17 was controlled by adjustments made on the front panel
of the instrument. 35 kHz was selected as the observing frequency
because there were no known transmitters operating near this
frequency. The N117 was tuned by injecting a 35 kHz signal from a
frequency synthesizer and adjusting a knob on the front panel to
maximum meter reading. The frequency of the 3N17 did vary some-
what and the actual tuning may have varied by 100-200 Hz during
any single flight. The gain of the N17 was also adjusted from
the front panel. The gain control was set so that the output
voltage would not exceed the linear range of the instrument which
was verified to be 60 dB. As a result the low level noise was not
properly measured and in some cases the lowest bin contained a
large portion of the data. It is our intention to obtain a noise
meter with a substantially higher dynamic range for future experi-
ments.

Fliahts

There were seven flights in which all of the equipment worked
and high quality data were obtained. All of the data were col-
lected during daylight hours. Flight I was the first successful
flight and took place on 31 July 1986, day number 216. The
aircraft flew northeast from the Pautuxant River Naval Air Sta-
tion, Lexington Park, Maryland, to near the southern tip of Green-
land and returned along the same path. The flight paths for six
of the seven paths are shown in Figure 3. Flight 2 on 6 August,
day 218, was from Pax to Puerto Rico and return, and cannot be
easily displayed on one plot with the other six flights.
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The actual series of Arctic flights began with flight 3 on 8
August, day 220. The flight path was up along the East coasts of
the USA and Canada to the latitude of Iceland and then due East
over Southern Greenland to Keflevic, Iceland. Flight 4 on 10
August, day 222, consisted of a ragged path over water in the
North Atlantic. Flight 5 on 11 August, day 222, proceeded due
North from Iceland to about 86 N. latitude and then roughly west
to Fairbanks, Alaska. On 14 August, day 226, flight 6 was flown
over Northern Alaska and the Arctic Ocean. Flight 7 on 15 August,
day 227, proceeded on a direct path from Fairbanks to Pax River.

RESULTS

There was a substantial quantity of high quality data obtained
from the seven flights. While the data from the SLM and the SA
are not the subject of this presentation, a couple of examples
will be presented before turning to the noise data which are the
subject of the remainder of this paper.

There are roughly 50 hours of data from the SLM. Figure 4 is
an illustrative plot produced from the SLM data. Shown is the
variation of absolute field strength versus distance of the 21.4
kHz transmitter located in Annapolis, Maryland, for the flight on
day 220. There were approximately 20,000 8 kHz spectra recorded
from the SA. An example is shown in Figure 5. The signals from
the Annapolis, Maryland, and Cutler, Maine, transmitters are
clearly seen.

There were 1620 Amplitude Probability Distributions (APDs)
calculated from the NM17. Each APD was calculated from roughly
18,000 individual measurements of the voltage amplitude. For each
APD there is also a value of the mean noise level, and a value for
Vi, the ratio in dB of the mean to the RMS.

Figures 6-12 are plots of mean noise level and Vd versus
Universal Time, UT, for each of the individual flights. Each of
the for: antennas is identified by a different symbol as listed in
the title. The noise level is usually highest on the LW antenna.
The CR loop has the second highest noise level. The FA and VE
loops have either comparable noise level or the FA loop is
slightly higher.

The noise level is typically determined by local weather con-
ditions. The weather was not good for any of these flights. The
aircraft was often flying in the cloud layer. This resulted in
increased noise level particularly on the LW antenna. The
aircraft flew at lower altitude in the early and late portions of
each flight. The aircraft was also over land at the beginning and
end of each flight. The higher noise level seen at the beginning
and end of several flights is probably due to the altitude and
overland location of the aircraft. At this point in the analysis,
local weather is the only factor that is clearly affecting the
noise observations.

The Vi portions of these figures are more complicated. Often
the LW antenna shows the lowest values of Vd . This may indicate
that this noise is originating on the aircraft. This would not be
surprising since the LW would be expected to "hear" the aircraft
engines. The VE loop also often shows very low values of Vi . It
is possible that the VE loop is not sufficiently sensitive to ob-
serve the ambient noise level and that most of the data represents
instrument noise. The values of Vd on the FA and CR loops are
much more variable. At certain times, such as day 212 around 1800
UT, the FA and VE loops show very similar noise levels but sig-
nificantly different values of Vd.

The values of Vd observed on these flights are consistently
lower the then the value contained in C.C.I.R. Report 322, "World
Distribution and Characteristics of Atmospheric Radio Noise".
This report lists average values of Vi of approximately 13 for
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summer mornings to 8 for summer evenings. The values of Vd in
Figures 6-12 are for a bandwidth of 100 Hz and should be multi-
plied by 4/3 before comparison to the C.C.I.R. values which are
for a 200 Hz bandwidth. Most of our observed values of Vd are
significantly less than 8 after this conversion. One possible ex-
planation of this is that, if noise from thae aircraft dominates
then, low values of Vd could be expected.

Figures 13-15 are three examples of APD plots on the long wire
antenna. Figure 13 is a typical APD for temperate latitudes, and
Figure 14 is a typical APD for the northern most positions. At
northern latitudes, the noise level is lower and the dynamic range
of the noise is smaller. The value of Vd at latitude 85 degrees
is 1.7 dB compareA with 2.2 dB at 40 degrees latitude. This may
imply that airplane noise is a larger contributor at far northern
latitudes.

Figure 15 is a plot of the APD recorded while flying near a
severe thunderstorm near Boston, Massachusetts. The noise level
is elevated and the APD curve is obviously distorted. The value
of Vd for this plot was 2.1 dB which is typical of this antenna.
However, as can be seen from Figure 8, at around 1600 UT many of
the values of Vd fell in the range of 4-6 dB which after bandwidth
correction would be in fair agreement with the C.C.I.R. values.
This again may indicate that at most time the aircraft is making a
large contribution of the noise, and that we are not actually
monitoring atmospheric noise.

Table 1

Frequency (kilohertz) Transnitter Location

16.40 Noviken, Norway
19.00 Anthorne, Scotland
21.40 Annapolis, Maryland
22.30 Australia
23.40 Lualualei, Hawaii
24.00 Cutler, Maine
24.80 Jim Creek
28.50 Aguada, Puerto Pico
37.20 Hawes AFB, California
48.50 Silver Creek
51.60 Annapolis, Maryland
55.50 Thurso, Scotland
57.40 Iceland
59.00 Greece
77.15 Driver, Virginia
88.00 Annapolis, Maryland
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A NEW GLOBAL SURVEY OF ELF/VLF RADIO NOISE

A.C. FRASER-SMITH R.A. HELLIWELL, B.R. FORTNAM,

P.R. McGILL, AND C.C. TEAGUE

Space, Telecommunications and Radioscience Laboratory
Stanford University

Stanford, California 94305

SUMMARY

Stanford. University is presently operating a global network of eight computer-controlled receiving systems, or
radiometers, for the measurement of electromagnetic noise in the 10-32,000 Hz (ELF/VLF) frequency band.
Each radiometer consists of two dual-channel receivers, each with two crossed loop antennas (East-West, North-
South). One of these receivers has a response covering the frequency range 10-500 Hz and the other covering
the range 200-32,000 Hz. A bank of narrow-band filters (5% bandwidth) is used to monitor the noise present
at 16 selected frequencies throughout the overall range of operation. The output of these filters is continuously
sampled and statistical averages computed and recorded on magnetic tape, along with samples of the raw data.
Broadband samples of the ELF/VLF noise are also taken periodically (typically one minute every hour) to
provide a check on system performance and to aid in the interpretation of the statistical data. The digital data
are being used primarily for statistical studies of the global distribution of ELF/VLF noise. Plots of minimum.
maximum, average, and rms noise amplitudes versus frequency can be comparatively easily prepared for a wide
variety of time intervals for each radiometer location. Plots of the noise statistic Vj and amplitude probability
distributions are also easily prepared. The broadband data can be used for detailed studies of the spectral
properties of the noise and for the identification of signals and sources.

1. INTRODUCTION

Three decades ago, W. Q. Crichlow began an article describing the inauguration of an ambitious study of radio noise by
the U.S. National Bureau of Standards (NBS) with the following words: "Radio noise constitutes the basic limitation to radio
reception. A determination of the weakest possible signal that will provide satisfactory service necessitates a knowledge of
the noise with which it must compete" [Crichlow, 1957]. These words are still applicable today and make a fitting start to
this description of a new survey of radio noise.

Recognizing that the available information on the surface distribution of terrestrial ELF and VLF radio noise was becoming
outdated and that there were, in any event, large gaps in the information available, the Space, Telecommunications and
Radioscience Laboratory at Stanford University commenced a new study of the global distribution of ELF/VLF noise in

1981. Support for this study was initiated by the Office of Naval Research (ONR); important additional support is now
being provided by the Rome Air Development Center (RADC) and the National Science Foundation (.NSF). Some equipment
purchases were supported by a Department of Defense instrumentation grant.

The noise measurement systems to be used in the survey (called ELF/VLF radiometers) were designed and constructed
at Stanfo:d, the latter effort being assisted by a number of graduate and undergraduate student engineers. Originally seven
radiometers were planned, but eight were ultimately constructed as a result of the support from RADC for the radiometer that
is now installed at Thule, Greenland, near the north geomagnetic pole. The first radiometer to be completed was installed
at Arrival Heights. Antarctica, during the austral summer of 1984-1985. with logistics support from the NSF. The final
radiometer to reach operational status was installed at Stanford: it began its noise measurements early in November 1986.
and the entire array has been in simultaneous operation since that time. Figure 1 shows the locations of the eight radiometers
and Table 1 gives their coordinates.

TABLE 1. Geographical Coordinates of Radiometer Stations

Station Coordinates

Thule. Greenland 770 N. 69 0 W

Sondre Stromfjord, Greenland 670N. .51°W

New Hampshire 440N, 72'W

L'Aquila, Italy 420N. 13'E

Stanford, California 370N. 122 0 W

Kochi. Japan 33 0 N. 133 0 E

Dunedin. New Zealand 46°S. 1700 E

Arrival Heights. Antarctica 780-. 1670 F

Most of the radiometers are being maintained in operation by cooperating scientists undr data sharing arrangements. In
Kochi. Japan. the radiometer is being operated in cooperation with Professor loshio Ogawa of Kochi I niversit.y. It L'Aquila.
Italy. the cooperati-le arrangement is wit i Drs Antonio %ieloni and Paolo Palangio of the Ist it ito Nazionale di (.olisica. In

Dunedin, New 7eaiand, the arrangement is with Dr Neil lR. 'Ihomson and Professor Richard I.. Dowden of the I niverity of
Otago, and in Sondrestromfiord the radiometer is maintained by Mr Craig Ileinseinan as the result of an rrangenwimt with
Dr John D. Kelly of SRI International. Mr Michael Trimpi is responsible for the operation of tiie (;rafton. New Hampshire.

IllllliWl L
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Figure 1. Locations of the eight ELF/VLF radiometer locations on a world map.

radiometer. Operation of the Thule, Greenland, radiometer is under the cognizance of Mr John P. Turtle of RADC. and
the Arrival Heights, Antarctica, radiometer is maintained in operation under particularly rigorous conditions by scientific
personnel provided by the Division of Polar Programs of the National Science Foundation.

The instrumentation included in each radiometer has been described fully elsewhere [Fortnam, 1985; Frascr-Smith and
Helliwell, .1985], and no detailed description will be given here. Each radiometer consists of two dual-channel receivers, each
with two crossed loop antennas (East-West, North-South). One of the receivers has a response covering the frequency range
10-500 Hz and the other covering the range 200-32,000 Hz. A bank of narrow-band (5% bandwidth) filters is used to monitor
the noise present at 16 selected frequencies distributed approximately uniformly in a logarithmic sense through the overall
frequency range of operation (Figure 2). These frequencies were carefully chosen to avoid harmonics of the 60 Hz and 50 Ilz
power line frequencies. The output of these filters is continuously sampled and a variety of statistical quantities calculated and
recorded digitally on magnetic tape, along with samples of the raw data from the filters (typically one sample per second for
all 16 filters). Operation of each radiometer is under the control of a mini-computer, which not only computes the statistical
data, but also monitors all essential functions of the radiometer and automatically calibrates the response of the receivers at
regular intervals.

Thestatistical quantities computed continuously during the radiometer operation consist of the root-mean-square (rms).
average, maximum, and minimum amplitudes for each of the 16 selected frequencies. They are computed at the end of everN'
minute from 600 amplitude measurements made at a rate of 10 per second on the envelope of the noise signal emerging from
each narrow-band filter. These statistical data can be read and listed directly from the digital tape with no further processing
required. Later processing of the data can, with little additior .1 computation, give the V' statistic, which is the ratio in dB
of rms to average amplitude and is a measure of the impulsiveness of the noise data. Similarly, and again with only a little
additional computation, the sampled data can be used to derive amplitude probability distributions (APD's).

In addition to the data from the narrow band filters, broad-band ELF data, sampled at a rate of 1000 samples per second
during scheduled synoptic recording intervals (currently one minute each hour), are also recorded on the digital tape. These
data can be converted to spectrograms and they provide an essential check on the operation of the narrow-band filters and
their associated measurements. A similar synoptic picture of activity in the VI-' range is provided by analog recordings of
the range 200-32,000 Hz.

2. PREVIOUS ELF/VLF NOISE MEASUREMENTS

There is an extensive literature on radio noise measurements. Spaulding 119821, in a particularly wide-ranging review of ihe
noise and its implications for telecommunication systems, suggests a starting date of 1896 for this literature. lowever, it was
many years before global measurements could be made, and, even then, the frequency ranges covered by the studies typically
did not extend far down into the VLF range. Our present knowledge of the worldwide (list ribut ion of radio noise is largely
based on the results of the NBS study mentioned in the Introduction that was started in 1957 [('richloi., 1957]. lThe resul's of
this study, which include measurements of (I) the global (listribiltion of average noise power levels. (2) the statist ical quanit i %
Vd, (3) APD's, and (4) the seasonal variation of some of the noise characteristics, form munch of the basis for fleport 322.
published by the International Radio Consultative Committee (Comit6 ('onsultatif International des lHadiocomumiinications,
or CCIR) of the International Telecommunications Union [CCIR. 196,]. This report, together with certain updates [('('Il.
1982a,b], provides what might be termed the 'official' view of radio noise.
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Figure 2. Distribution of the center frequencies of the 16 narrow band filters through the overall frequency range
of operation of the ELF/VLF radiometers.

Unfortunately, insofar as the ELF/VLF band is concerned, the available CCIR radio noise information has three major
weaknesses. First, it incorporates few measurements below 10 kHz. Second, although two high latitude stations were included
in the original noise surveys, it is not clear that the contribution of magnetospheric noise to the high latitude measurements
is adequately represented in the summary data. Finally, the timing of the noise data is quite coarse, since the intervals for
which the data are presented are four hours long and the summary plots are organized according to the season.

More recent work has helped strengthen our knowledge of radio noise in the ELF/VLF band by partially filling some
of the gaps in the CCIR data. For example, Maxwell and Stone [1963] and Maxwell [1966] provide important information
concerning the electric field amplitudes of the noise below 10 kHz, as well as some indication of the variability of the fields.
Watt [1967] discusses the CCIR [1964] data, but also presents additional results for some of the noise statistics [Watt and
Maxwell, 1957a,b]. An independent series of measurements by Dinger et al. [1982] help provide a calibration of the VLF noise
data available at that time as well as providing new information on the noise in the frequency range 1.0-4.0 kHz. APD's
for the ELF/VLF range have been studied quite carefully and an analytical model developed [Galejs, 1966, 1967; Field and
Lewinstein, 1978]. Perhaps most important from the point of view of the work reported here, syntheses of the available
information on noise over a broad frequency range, including the ELF/VLF range as a small subsection, have been made
which help to place the lower frequency noise into a broader perspective, i.e., the ELF/VLF noise can be viewed as small part
of a larger picture of atmospheric radio noise in general [e.g., Spaulding and Hagn, 1978; Smith. 1982; Spaulding. 1982: Flock
and Smith, 1984; Fraser-Smith and Helliwell, 1985].

Although this later work has contributed substantially to our knowledge of ELF/VLF noise, it nevertheless remains true
that few measurements have been made of the APD's, Vd, or the other ELF/VLF noise statistics. Similarly. the contribution
of magnetospheric and possibly even interplanetary ELF/VLF noise at high latitudes remains to be determined. Finally. with
the advent of modern high-speed computers, the timing, statistical significance, and other computational features of the noise
data can be greatly improved. The study discussed here was undertaken with the view of filling these gaps.

3. RECENT DATA

In this section we present examples of the various forms of data being acquired as part of the Stanford ELF/VLF noise
survey. Figures 3 and 4 show some of the standard data produced by the radiometers, in this case the rms amplitudes for 3
Feoruary 1987 as measured at Arrival Heights, Antarctica. Each of the figures shows the rms amplitudes for 8 of the 16 narrow
band channels; frequencies 10 Hz to 750 Hz are covered in Figure 3 and frequencies I kHz to 32 kHz in Figure .1. Each individual
plot shows the variation of the 1440 one-minute rms amplitudes (computed from a nominal 600 envelope measurements made
at a rate of 10 per second) over the 24-hour UT day 3 February 1987 for one particular narrow band frequency channel. Each
individual plot incorporates a nominal 8.64 x 105 measurements, and the 16 plots for the one day incorporate a nominal total
of 1.38 x 107 measurements. In practice some measurements are lost during the calibration intervals that occur automatically
every five minutes; when the calibration losses are taken into account the actual measurements incorporated into each one
day plot are roughly 5% less than nominal for the first six narrow band frequency channels and roughly 17c less than nominal
for the remaining ten channels.

Since we use loop antennas, our calibrated amplitudes are given in magnetic field units. We normally use magnetic induction
B to characterize the magnetic fields of radio noise, instead of the magnetic field intensity H (where B = iofH. and /10 is
the permeability of free space), and thus our field units are given as femtoteslas (fT). The magnetic field amplitudes can of
course be converted to electric field units by using the conventional conversion relation E/H = 376.7 ohms. However. as is
well known, this last relation applies for plane electromagnetic waves propagating in free space, and it is not always valid for
the noise fields observed on the earth's surface.
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Figure 4. Variation of the one-minute rms average values over the UT day 3 February 1987 for each of the second
eight narrow band channels of the Arrival Heights, Antarctica, radiometer. The channel frequencies are shown
beneath each plot and cover the range 1-32 kHz. Arrival Heights was in continual daylight during the 24 hours
covered by the display.
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Figure 5. Variation of 1/d at Arrival Heights, Antarctica, for the UT day 3 February 1987. The one-minute values
of Vd are shown for the first eight narrow band radiometer frequencies and they are derived from, and may be
compared with, the rms data shown in Figure 3. The channel frequencies are shown beneath each plot and cover
the range 10-750 Hz.
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Figure 8. Illustrative amplitude probability distributions for Arrival Heights, Antarctica. The APD's are shown
for the hour 0001-0100 UT on 3 February 198 7 and cover each of the 16 narrow band channels; the rm amplitudes
and Vd values for the same hour are shown in Figures 3-6. Some substantial differences between the various APD's
can be observed.
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Figure 8. Further illustrative amplitude probability distributions for Arrival Heights. Antarctica. Trhe A PD's are
shown for the hour 1200-1.300 UT on 3 February 1987 and cover each of the 16 narrow band channels: the rms
amplitudes and V values for the same hour are shown in Figures .3--6. Some substantial differences between the
various APD's can be observed, but there do not appear to be large differences between the APD's shown here
and the corresponding APD's in Figure 7.
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Although there are notable differences between the various plots in Figures 3 and 4, there is nevertheless a measure of
continuity as the frequency changes. Many of the plots show a peak close to 1200 UT, which is very close to local midnight
at Arrival Heights. Also, the variability between the one-minute average values appears to increase around 1200 UT in some
of the plots. This is particularly evident in the data for the 1.0 kHz channel. It is less noticeable in some of the other plots
because of the logarithmic amplitude scales and the overall increases in amplitude, which in combination can lead to a visual
impression of reduced variability. However, as we will see more clearly in Figures 5 and 6, there is also a true reduction in
the variability around 1200 UT for some channels.

Figures 5 and 6 show the variations of V for the same day, times, and frequencies illustrated in Figures 3 and 4. Many of
the features in these new figures could have been anticipated from the data shown in the preceding figures, but not all. The
large variability of V in the data for the 4.0 kHz channel, for example, could not easily have been predicted, whereas the low
levels of V in the 10-135 Hz channels confirm the impression of little variation given by the rms amplitude data.

Continuing the presentation of illustrative noise survey data, Figures 7 and 8 show some APD's for Arrival Heights on
3 February 1987. The APD's are shown for all of the 16 narrow band channels for the two hour-long intervals 0000-0100
UT and 1200-1300 UT; they are derived from the one-per-second samples that are stored on magnetic tape along with the
one-minute average noise statistic data that were used for Figures 3-6. There are therefore a nominal 3600 measurements of
the envelope amplitude included in the APD for each frequency. However, the actual number of measurements included is
roughly 1-5% less due to the loss of data during the calibration intervals.

The percentages plotted for the APD's in Figures 7 and 8 is the percentage of time the envelope amplitude exceeds the
amplitude given on the horizontal scale. Thus, except for the use of magnetic field instead of electric field amplitudes, the
APD's are conventional. It can be seen that there are considerable differences between the APD's for the various narrow band
frequencies, but there appear to be only small differences between corresponding APD plots for the two different hours.

To conclude this presentation of ELF/VLF noise statistic data, in Figure 9 we show an example of the rms amplitudes
measured at Thule, Greenland, during the same UT day as the preceding Arrival Heights data. Only the rms amplitudes for
the four highest frequency channels are shown, and the data for one channel are not fully illustrative: the 10.2 kHz channel
includes signals from Omega navigation stations, which makes the noise measurements atypical for that channel (the reception
of Omega signals at Thule is markedly different from that at Arrival Heights). Comparing the Thule and Arrival Heights data
(Figures 4 and 9), we see that the Thule rms amplitude plots differ from those at Arrival Heights in almost every feature.
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Figure 9. Some rms amplitudes for Thule, Greenland, on 3 February 1987. Only the amplitudes for the four
highest frequency channels, 4-32 kHz, are shown.



4A-8

In particular, the daily variations and variability for each channel are quite different. However, the average levels appear to
be roughly the same. We note that Thule is in continual but variable darkness in early February, and Thule local time lags
about 4 hours behind UT (Thule local midnight is around 0400 UT); differences in the rms amplitude plots for Thule and
Arrival Heights would be expected for these two reasons alone.

Finally, in Figure 10 we show a digital spectrogram of the 0-400 Hz noise measured at Arrival Heights on 2 February 1987.
The spectrogram was computed from the digital synoptic data that are recorded routinely at Arrival Heights as well as at
all the other radiometer locations. We have not examined a large number of these spectrograms at the present time, but the
data appear to be reasonably typical.

Arrival H-ehts 2 Feb 87 1004:53 UT

dB

-10 ~ 4

0 10 20 30 40 rd 4d

lime (sec)

Figure 10. A digital spectrogram of the ELF activity (in the range 0-400 Hz) at Arrival Heights, Antarctica,
during the one-minute synoptic interval 1004:53-1005:53 UT on 2 February 1987. The horizontal lines at the
beginning of the spectrogram are calibration signals. Only a few sferics can be seen. There is a weak 60 Hz power
line signal and a variable noise band centered on 5 Hz that may be due to vibration of the loop antennas caused
by wind.

4. CONCLUSION

In this paper we have presented examples of ELF/VLF noise measurements and statistics for one day and mostly for just
one location. Such data are of considerable scientific interest and can be used in many different kinds of cooperative studies.
However, our goal, which is to characterize ELF/VLF noise on a global basis by simultaneous noise measurements over an
entire year at our eight radiometer locations, is more ambitious. The total quantity of analog and digital data that must be
acquired and processed to characterize the global distribution of ELF/VLF noise and its variations over an entire year will
fill many hundreds of magnetic tapes and the data processing task will be formidable. However, modern computer systems
have the capability of processing extraordinarily large quantities of data rapidly, and we expect soon to be able to move on
from the processing of noise data on a daily basis to the preparation of summary data on a monthly basis for each location.
These summary data will later be combined to give an appropriate picture of ELF/VLF noise over longer time scales. For
much of the frequ-ncy range covered by our measurements, the picture will be new.
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NAN-MADE RADIO NOISE AND INTERFERENCE

G. H. Hagn
Information Sciences and Technology Center
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1611 North Kent Street

Arlington, VA 22209 (USA)

SUMMARY

This paper considers what the scientific community currently knows and does not know about man-made
radio noise. Both empirical and analytical noise models are discussed. The measurement of man-made noise
also is discussed. The measurement of man-made noise levels (and related statistics) during military
exercises is suggested. A man-made radio noise program is described which would help fill the voids in
current knowledge.

1. INTRODUCTION

1.1 Definitions and Scope

The problems of defining the terms noise and interference were considered by the author in 1974 when
AGARD last met on this topic.[1] Although the matter of definitions is still somewhat confused, in this
paper, noise is considered to be a source of potential interference and interference to be an effect--the
degradation in system performance produced by the noise. This interpretation is consistent with that of
the International Radio Consultative Committee (CCIR).[2J The composite electromagnetic noise environment
observed at any given location can result from both natural and man-made sources (see Figure 1-1). The
scope of this paper is limited to the man-made noise which tends to predominate over atmospheric noise
during daytime in the MF and higher bands and in the VHF and higher bands at night (see Figure 1-2).

1.2 Background

A summary of the man-made noise from unintentional radiators was presented at the 1974 AGARD meeting
in Paris by the author and R. A. Shepherd.E3] Several voids in our knowledge thirteen years ago were noted
to be:

6 Are man-made noise levels increasing, decreasing or staying about the same?

6 What are the noise levels above about 250 MHz?

9 How does one extrapolate noise data taken in different bandwidths?

a Is it possible to reach agreement on standardized measurement equipment and procedures?

0 How best can we sample the more general classes of nonstationary random processes such
as most classes of man-made noise?

0 How do we relate noise environments to their effects on the performance of specific
systems of interest?

In addition to the above, there are other important questions:

* Which noise models are best to use under which circumstances?

* What categories of noise environment (and related models) best describe a modern
battlefield?

* How do we modify empirical man-made noise models (e.g., CCIR 258)[4] when we use
different antennas?

We will try to address these questions, state what we know and do not know, and define a program to address

the current voids.

1.3 Organization of This Paper

In Section 2, we will consider the available empirical noise models for man-made noise levels, and in
Section 3 we will consider analytical models. Section 4 will discuss noise environment descriptions and
the need for noise data (and models) for the environments of the modern battlefield as approximated hy
military exercises.

2. AVAILABLE EMPIRICAL MAN-MADE NOISE LEVEL MODELS

2.1 Introductory Comments

Man-made noise level predictions for an electrically-short, grounded, vertically-polarized monopole
(whip) antenna have been given in CCIR Report 258 for several "typical" environments (see Figure 2-1).[4]
These predictions generally apply to the 9-ft rod antenna on an aluminum groundplane on the ground (or
mounted on a vehicle roof) for frequencies below about 20 MHz. The predictions for these antennas may
apply at higher frequencies in the HF band. The noise parameter Fa for a given noise environment is a
function of the type of antenna. This section summarizes the mathematical formulas for predictions of the
median effective antenna noise factor, Fam, for electrically-short, grounded, vertically-polarized
monopoles. THEY DO NOT APPLY DIRECTLY TO OTHER ANTENNAS.
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2.2 Formulas for CCIR Report 258 Man-Made Noise Predictions

The environmental categories for which predictions are available in CCIR Report 258 include:
business, residential, rural and quiet rural. These results were obtained for the first three man-made
noise categories by Spaulding and Disney,[5] who also obtained some data on noise in parks and on
university campuses. The data taken near interstate highways (see Figure 2-2) produced a level
essentially identical to that for the residential category (constant = 73.0 dR). The definitions and
formulas for these categories are:

Business: Fam . -27.7 log10  fMHz + 76.8, in dB(kTo); (1)

where
Fam = median value of antenna noise figure, in dB(kTo):

k = 1.38 X 10-23 J/K = Boltznann's constant;

To = 288 K = room temperature.

A business area was defined as any area where the predominant usage throughout the area is for any type of
business (e.g., stores and offices, industrial parks, large shopping centers, main streets or highways
lined with various business enterprises, etc.).

Residential: Fam = -27.71og10 fMHz + 72.5, in dB(kTo). (2)

Residential areas (urban or suburban) were defined as any areas used predominantly for single- or multiple-
family dwellings with a density of at least two single-family units per acre and no large or busy highways.

Parks and universities: F am = "27.7log10 fMHz + 69.3, in dB (kTo). (3)

Data were obtained in several parks and university campuses, and the values were between the values
obtained for residential and rural areas.

Rural: Fam = -27.71og10 fMHz + 67.2, in dB(kTo). (4)

Rural areas were defined as locations where land usage is primarily for agricultural or similar pursuits,
and dwellings are no more than one every five acres.

Quiet rural: Fam = -28.61og10 fMHz + 53.6, in dB(kTo). (5)

Quiet rural areas were defined as locations chosen to ensure a minimum amount of man-made noise. The data
were obtained from selected ARN-2 receiving sites used to generate CCIR Report 322.

Galactic: Fam = -23.01og10 fMHz + 52.0, in dB(kTo). (6)

The formula for galactic noise from radio stars which is incident on the ionosphere is included here for
comparison only. Galactic noise incident upon the ionosphere varies only a little at a given time of day,
and the total diurnal variation due to the change in antenna orientation relative to the plane of the
galaxy is less than + 2 dB. On frequencies between about 10 and 30 MHz, the intervening ionosphere will
reduce the level of galactic noise observed at the surface of the earth below the level predicted by the
formula. During periods of very low sunspot number, galactic noise can be important at very quiet
locations on frequencies down to 2 MHz.

The Final Acts of the HF Broadcasting World Administrative Radio Conference (WARC)r61 also specified a

formula for noise to be used in analyses for HF broadcasting:

F am --28.151og 10 fMHz + 60.4, in dB(kTo). (7)

HF broadcasting receiving areas vary widely, and this formula is intended to standardize computations
rather than to describe a "typical" area.

2.3 Discussion of Data Upon Which the CCIR 258 Formulas Are Based

Data were obtained in 31 rural areas, 38 residential areas, and 23 business areas in the United
States.[5] The area sampled varied from a few square blocks in the business areas to a few square miles in
the rural areas. In the noise measurement method used, 10-s samples of the running average (time constant
of about 50 s) of F were recorded. Thus, 360 samples of Fa were obtained each hour for a given measure-
ment location and fequency. A least-squares fit was made tn obtain the formulas given for the median
value, F , versus frequency for each environmental category. The slope was found to be -?7.7 dR/decade
for busiRss, residential and rural areas (at the 95% confidence level) over the band 250 kHz-250 MHz.

Few data of this type are known to the author which are available from countries other than the United
States except for data taken by the U.S. Navy on various MF and HF noise and EMI surveys, and these data
have not been analyzed extensively for comparison with the CCIR 258 noise model

2.4 Noise Level Distribution Models

Three new statistical-distribution models of increasing complexity (simple Gatissian, composite
Gaussian and chi square) have been developed which can be used to predict the exceedence probabilities for
short-term (about 1 min) mean values of man-made radio noise "available power" levels fnr short, grounded,
vertically-polarized antennas located near ground.[7] These models, which now have been included in FCIR
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Report 258, are useful in predicting the probability that the short-term signal-to-noise ratio for a given
communication system equals or exceeds a value required for successful communications. These models, one
for each of the three environmental categories (business, residential, and rural), are based upon data used
to develop the median noise level models in CCIR Report 258 for the frequency band 0.25-250 MHz. The
models are most useful in the probability interval 0.1 to 0.9, but further checks against measured data are
needed to determine the limits of their applicability.

Recall that a Gaussian distribution is completely specified by giving its mean value and its standard
deviation. The simple and composite Gaussian models use the values of F given in para. 2.2 as estimates
of the mean short-term antenna noise factor from which the mean noise powf can be computed using:

Pn - Fa + lOloglOb - 204, dB(1W) (8)

where

b = the noise power bandwidth, in Hz;

-204 - the noise power in a 1-Hz bandwidth at 288 K, in dB(IW).

Approximations for the standard deviations for the simple Gaussian model (a ) are summarized in Table

2-1. Figure 2-3 gives examples of the model predictions for 20 MHz in a resided{ial area.

Table 2-1

MAN-MADE NOISE MODEL FOR a
(after Hagn, et al., 1981)

For 1< fMiz 1 100:

Business: 0 N = 10.5 dB

Residential: oN * 8.5 dB

Rural: oN = 6.5 dB

For 1 < fMHz < 20:

Quiet Rural: oN = 4.5 dB

For fMHz > 20:

Quiet Rural: ON = 1.0 dB (assumes galactic noise)

For fHz > 100, Fmn 0 dB, aN > 2 dB:

Business: aN = 10.5 - 9 log10  z , in dB; or 2 dB

fMHz

Residential: oN - 8.5 - 9 loglo , in dB; or 2 dB

fMHz

Rural: aN = 6.5 - 9 log1o 100 , in dB; or 2 dB

For F am = 0 dB, all o N - 0 dB.

Hagn, et al.[81 have suggested using the CCIR 258 values for frequencies below 200 MHz: but for
frequencies above 200 MHz, better equations for Fam in dB(kT o ) for the following environmental categories
are: 0

Business: Fam - 49.4 - 15.8 log10 fMHz; (9)

Residential: F am = 45.2 - 15.8 log10 fMHz; (10)

Rural: F a 39.2 - 15.8 lOg10 fMHz" (11)

These equations have now been verified by Lauber and BertrandC9] as being more accurate above 200 MHz than
either CCIR 258 or the equations of Skomal .[10] For business areas, example comparisons are given in
Figure 2-4.
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3. ANALYTICAL MAN-MADE NOISE MODELS

3.1 Background

Recent (since 1972) development by Middleton of analytically tractable, canonical, and experimentally
verified models[11-12] of electromagnetic noise and interference environments have significant implica-
tions, both for the measurement of EM environments and for the prediction and evaluation of the performance
of communication systems.(13,14] Indeed, the availability of these new, non-Gaussian models for th' first
time makes possible a general, quantified approach to almost all classes of real-world noise and in partic-
ular their impact on telecommunication systems.

There are three canonical Middleton models, respectively for Class A, B, and C noise: Class A noise
is essentially coherent in the receiver, in that it produces negligible transients therein, while Class R
is "incoherent", generating only transient impulses. The former is non-impulsive, while the latter is
impulsive. If Af (see Figure 3-1) is the receiver bandwidth (assumed narrow-band here throughout), and
T is the duratiog of the coherent portion of the noise, then Class A is distinguished by T 1f >>I while
fir Class B we have TN Af <(<< )I. Class C is a combination of Class A and Class B. Middlto& has shown
recently15] that, atNleAst through the first-order statistics which are currently the subject of our
analysis and experiment, the Class C cases are reducible to the basic Class B form.

A critical feature of these Class A and B models is that they are canonical: their analytic form
remains invariant of the particular physical source mechanisms. Such diverse mechanisms as fluorescent
lights, powerline noise, automobile ignition noise, ore-crushing machinery, etc., are readily accommodated
without restriction. In fact, the only limitations on the statistical-physical foundations of our models
are that they: (1) represent independent (or independent sets of) radiation "events"; and (2) that the
output of the (linear) front-end stages of the receiver be narrowband. The result is that the basic
statistics are fundamentally Poissonian,[15] and that essentially all noise may be canonically represented
by these models, invariant of waveform and the details of propagation as far as formal analytical structure
is concerned. An exception is the class of problem where the interference is ccmpletely deterministic and
known at the receiver. These cases, of course, must be handled by the classical method of direct analysis
and/or empirical study.

A second critical feature of these models is that they are analytically tractable, as well as computa-
tionally manageable. This is especially important when we go beyond the measurement program to apply the
analysis to the prediction and evaluation of system performance, including optimum as well as suboptimum
reception.[16,17] The model statistics of principal interest and use here as well as in the analysis of
measurements and the parametric description of these models, are: (1) the various (first-order) moments-
(2) the probability density functions (pdf's), and (3) the exceedence probabilities (or APD's). In any
case, we emphasize that the model parameters are not ad hoc, but are physically derived from the model,
involving source distributions, radiation properties andgiemetries, and front-end receiver structures. As
has been noted before, the analytical model is in excellent agreement with the empirical data, as well as
being canonical. These models are mathematically intricate and they are not reproduced here. Spaulding[18]
provides a brief discussion of the probability density function (pdf) for the received instantaneous ampli-
tude.

The canonical Class A noise model (in the first-order) is governed principally by these global
parameters:

* A - the "overlap" or "unstructure" index, which is defined as the average number of
radiation "events" per second times the mean duration of a typical source emission.
The smaller the A, the more "structured" (In time) is the noise. Conversely, the
larger the A, the more Gaussian and less structured is the noise. As A approaches
infinity, the noise becomes Gaussian.

* r' = the Gaussian factor = ratio of average intensity of the Gaussian component of the
noise to that of the non-Gaussian component.

* G - the mean intensity of the non-Gaussian (or "impulsive") noise component.

The Class B model involves several other parameters (e.g., a , related to the physical process causing the
noise). These parameters are all measurable either at the input to the receiver or at the output of the
initial linear front-end stages, before non-linear processing (see Figure 3-1). Currently, there is a
limitation on some uses of the Middleton models because estimated values for the required parameters are
not available. The parameters can be estimated through trial and error fits to measured APs plotted
relative to the RMS value of the envelope voltage, and this method has been used to produce the examples in
the literature. Middleton has suggested using measured moments of the pdf, but practical parameter estima-
tion techniques deserve considerable additional attention. Assuming that the model parameters can be
estimated adequately from some data base, then the relative APD estimated from the Middleton model nicely
supplements the empirical models discussed in Section 2.4 which can be used to estimate the absolute RMS
envelope reference voltage required to convert the relative APO to an absolute APD. The resulting APr) can
be used to estimate system performance, as discussed by Spaulding.[18)

4. NOISE ENVIRONMENT DESCRIPTIONS AND THE MODERN BATTLEFIELD

4.1 Introductory Comments

Engineers and operations analysts who want to use the available man-made radio noise models in CCIR
Report 258 for predicting the performance of tactical radios are faced with the problem of deter 'ining
whether any given tactical environment Is most like a U.S. business area, a U.S. residential are. . or a
U.S. rural area over a decade ago. The only CCIR model other alternative is to assume the environment is
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similar to a quiet rural area near one of the quiet stations where the atmospheric noise data were gathered
during the International Geophysical Year (IGY) to develop CCIR 322 over two decades ago. Those who want
to use other noise models (e.g., Skomal)[1O] are faced with similar problems. Added insight on noise
levels in large tactical field exercises is needed to better use the existing models for military analyses
and eventually to improve the models for military use -- perhaps by defining new environmental categories.
It is necessary to identify candidate future tactical field exercises, in and outside CONUS over the next
five years, at which man-made noise data could be obtained, and to develop a general noise measurement,
analysis and data archiving plan for such exercises. The plan would describe the goals of such measure-
ments, the types of equipment needed (including a list of the current owners of such equipment and its
potential availability), and a generic equipment-deployment plan. The following section considers
environmental descriptions pertinent to noise measurements and models. A program to accomplish this is
outlined in Section 6.

4.2 Environmental Descriptions Pertinent to Noise Measurements and Models

It is important to be able to describe the environmental situation for which measured data were
obtained or for which model predictions were made. Several types of environmental descriptions are
pertinent to noise measurements and models (see Table 4-1). These include land use categories (e.g.,
business or rural), human activity categories (e.g., vehicular traffic densities), specific sources n
proximity to a receiving antenna (e.g., powerlines), the weather (e.g., nearby thunderstorms), and
scenarios (e.g., land battle scenarios or ship formations at sea).

Table 4-1

ENVIRONMENTAL DESCRIPTIONS

LAND USE CATEGORIES

- BUSINESS (OR URBAN)
- RESIDENTIAL (OR SUBURBAN)
- INDUSTRIAL PARKS AND CAMPUSES
- RURAL
- QUIET RURAL

ACTIVITY CATEGORIES

- VEHICULAR TRAFFIC DENSITY
- POWER CONSUMPTION DENSITY
- POPULATION DENSITY

SPECIFIC SOURCES

- MOTOR VEHICLES
- POWERLINES
- ELECTRICAL MACHINERY

WEATHER

- THUNDERSTORMS
- PRECIPITATION

SCENARIOS

- MILITARY
- CIVILIAN

Each of these types of environmental descriptions has its uses. For example, CCIR 258 provides median
noise levels versus frequency for different land usage categories (see Section 2). Regression equations
have been developed for certain activity categories such as vehicular traffic density.I5,18] Attempts to
correlate noise level with power consumption have been successful for frequencies below 20 MHz, but reli-
able data on power consumption are scarce.[5] Allen[lgJ found a correlation between noise level and popu-
lation density, but Spaulding and Disney found no correlation for groupings the size of Zhe U.S. Census
Bureau's standard location area (SLA).[18) In 1966, Lucas and Haydon attributed to Spaulding (apparently
erroneously) a relationship between typical man-made noise levels and the relative population of the
receiving area.[21] Finally, models have been developed for specific types of sources (e.g., powerlines)
as a function of frequency, distance and polarization by the Electromagnetic Compatibility Analysis Center,
Annapolis, MD. Nevertheless, some basic questions remain, such as which descriptions are most useful under
any given set of circumstances (see Table 4-2). Meteorological conditions can cause noise directly (e.g.,
lightning) or indirectly (e.g., precipitation causing corona on powerlines with voltages > 100 kV).

4.3 Identifying and Selecting Exercises

To identify candidate tactical field exercises, within and outside of CONUS during the next five
years, during which man-made noise data could be obtained, there must first be a method not only of
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learning of the existance of plans for such tactical field exercises, but also of learning some details as
to what types of information are included in those plans. Then, a set of selection criteria must be
developed, based on the plans and on the requirements for noise information. When that task is completed,
it will be known what information to search for in the planning documents of any particular tactical field
exercise to determine whether that exercise might be suited for the collection of man-made radio noise
data.

Table 4-2

SOME BASIC QUESTIONS

1) WHkT NOISE MODEL SHOULD ONE USE FOR SIMULATING COMMUNICATION SYSTEM PERFORMANCE ON A
TACTICAL SCENARIO?

2) HOW DOES NOISE IN WARTIME RELATE TO NOISE IN A TACTICAL FIELD EXERCISE?

3) HOW DOES MAN-MADE NOISE IN A TACTICAL FIELD EXERCISE RELATE TO CCIR 258 LAND-USE
CATEGORIES? EXERCISE VARIABLES?

4) ARE OCONUS NOISE LEVELS DIFFERENT FROM CONUS LEVELS USED IN CCIR 258?

5) ARE THE CCIR 258 LEVELS STILL VALID IN CONUS?

Actual access to the exercise plans will involve having the proper security clearance and the "need-
to-know." It has been determined that there is one central source in the United States for the initial
general information that will be needed; however, since these tactical field exercises might be either
within CONUS or outside, such as in Europe or Korea, it will be necessary to maintain contact with several
sources for the detailed information. A military sponsor or contract will be required to obtain approval
for release of the required information. Any request for information on or for participation in any joint
military exercises within CONUS or outside of CONUS should be made in writing and it should include the
following information:

1) Sponsoring agency, point of contact, and contract number;

2) Objective of the exercise participation;

3) The general size adJ composition of the field measurement team;

4) The duration of the field measurements;

5) The type of equipment to be used; and,

6) A statement regarding the minimum level of security clearance to be possessed by the
field measurement team.

The specific dates and locations of most of the exercises are classified prior to the exercise taking
place, and in many cases this information remains classified after the exercise is completed. An example
of a CONUS exercise series is the readiness exercise (REX). Examples of the types of exercises in Europe
that should be considered include:

0 Winter Exercise (WINTEX) -- generally in late winter or early spring;
* Return of Forces to Germany (REFORGER) -- generally in the late summer or autumn.

The test team should be aware that their p-esence and activities can be potentially disruptive to *he
primary objeczives of the exercise. For eAample, if proper precautions are not taken, they can distract or
bother exercise participants, disrupt physical security, compromise camouflage plans with odd antennas,
etc. Careful coordination and planning before the exercise, and careful coordination and conduct during
the exercise should permit the test team to overcome these types of potential problems.

Among the factors that should ,e considered as criteria in the selection of tactical field exercises
suitable for the measurement of man-made radio noise are the following:

a The duration of the tactical field exercise. Will it last long enough to collect the
amount of noise data that will be required? (Note that the amount is not yet
determined.)

* The size of the land area or the physical , tent of the tactical field exercises. What
sorts of physical environments will be included? That is, will the environment include
remote forests or deserts, suburban and/or urban areas, highways, and so on?

* To what extent will a tactical field exercise disrupt any normal civilian activities in
the region--particularly those that might create man-made radio noise?

* The radio systems to be used, which will determine the frequency bands of greatest
interest, the noise measurement bandwidths that are most germane, and the types of
dntennas that are the most important.

* The number (and activities) of the people involved in the tactical field exercise cnd
the types of equipment (particularly vehicles) to be used.
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* What movements of personnel and equipment are to be expected that might affect siting
of measurement equipment and the type and amount of measurement equipment required to
cover a given situation.

* The season of the year. There may or may not be differences in the noise environment
caused by the seasonal operation of possible noise generating appliances or other
systems. However, depending on the data collection process, that process may possibly
be hindered by extremes in heat, cold, or humidity.

* The noise data sampling plan should include considerations of:

- Space sampling grid
- Time (per sample and duration of sampling process)
- Frequencies and bandwidths.

* The data reduction and analysis planning should be performed prior to the exercise.

The noise parameters to be measured include the following, as discussed by The International Union of

Radio Science,J22] Shaver, et al.,[23] Spaulding,[13,24] Hagn,[25] and Matheson[26]:

0 Vrms, the root-mean-square noise envelope voltage;

* V ave, the average envelope voltage;

* APD, the amplitude probability distribution;

* ACR, the average crossing rate for a specified set of thresholds:

* PSD, the pulse spacing distribution; and,

* POD, the pulse duration distribution.

The last four parameters are especially useful at the higher frequencies, where F has dropped below the
receiver noise figure, Fr.  This typically occurs in the lower part or middleabf the VHF band. The
frequency range of most current interest is from HF up through SHF. Available instrumentation includes the
DM-4[27] and several low-cost systems of the type developed by Christianson,[28] who has also reviewed the
history of noise measurement equipment.[29J These instruments can measure all of the desired parameters:
however, they require an appropriate receiver (with log-video output).

4.4 Changes in the Noise Level or Other Characteristics

It is important to ascertain whether there is a change in the man-made noise levels at appropriate
locations during a tactical field exercise, whether the noise level increases or decreases, and if so, by
what amount. Also, it would be useful to know what causes the change so that the results can be extrapo-
lated to other situations.

The appropriate locations in question are, of course, the locations at which radio receivers will be
operated during the tactical field exercise (e.g., command post receiving sites). It will be necessary to
learn which types of radio systems are used in which types of locations. Army communication handbooks and
manuals may provide instructions for siting radio systems during an exercise or an actual war: alterna-
tively, this information may be provided by experienced military personnel who are able to describe these
types of locations. On the other hand, it may be necessary to study tactical field exercises and interview
participants to learn just which categories of locations are the most important. If it is not possible to
obtain that information from past exercises, it might be necessary to observe a tactical field exercise to
learn the locations of importance. Indeed, participation as an observer (perhaps making very limited
measurements) would provide valuable insights to facilitate planning for more extensive noise measurements
during a subsequent exercise. The number of locations that would be needed to characterize the change in
the noise level over an area (vs at a point) is also a matter to be considered.

Once it has been learned which radio systems are used at what types of locations, the frequencies (and
related bandwidths) that are most important at those locations can be determined. Then, if ;me or equip-
ment constraints limit the amount of data that can be collected at a given place, the researcher will know
where to concentrate his efforts.

To determine the change in the noise level at some location, it will be necessary to conduct measure-
ments there during a tactical field exercise and also either before or afterwards to compare the results
and determine the change. Probably the best sequence would be to make the first measurements during the
tactical field exercise, since then the measurement locations would be certain to be determined by the
essential military activity of the exercise. Also, exercise security would not be compromised by premature
disclosure of planned locations.

4.5 Sampling Plan

Noise levels fluctuate with time, and it is most common to sample the noise at intervals and to record
these samples. Then, the typical result of measurements at some location on a given frequency is a sample
distribution of the noise. That distribution has some sample median level which is the number most common-
ly used to characterize the average noise power level. The sample distribution, developed from a number of
measurements of the noise, cdn only be an approximation to the true distribution that would be obtained if
the noise was examined continually; the approximation improves, however, as the number of samples of the
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noise increases -- provided that the process is stationary (or at least stationary enough). It is possible
to use nonparametric statistical techniques (e.g.,Kolmogoroff-Smirnovk30] to formulate and test hypotheses
regarding the true distribution. In particular, confidence bounds surrounding a measured distribution can
be determined such that a certain degree of confidence can be reached that the true distribution is within
some specified range of the measured distribution. Then, when comparing the noise measured during the
tactical field exercise with the noise measured later, it will be possible to state with known confidence
that any differences seen in the median or distributional form are the result of actual differences in the
underlying distributions and not just the result of chance.

Some guidance on field measurements of noise is available in Refs. 31 and 32. Before going to the
field to make measurements, it is important to have a clear understanding of the amount of data that will
be needed to compare the measurements against the models. At a given level of confidence, the bounds
narrow as the number of samples increases. Thus, confidence that the measurements do (or do not) represent
one of the models increases as more samples of the noise are taken. The Kolmogoroff-Smirnov statistical
techniques can be used to determine just what degree of confidence can be obtained as a result of how many
measurements. The discussion by Spaulding and Hagn[33) on spectrum occupancy definition and estimation
contains some germane discussion regarding nonparametric statistics and sample size rt'r occupancy data.
Sample sizes of at least 100 or more are desirable for this type of analysis. Also, the distributions can,
change during a field exercise as activity in the vicinity of the noise measurement system changes.
Therefore, tests of the stationarity of the distribution are required while processing the data. Measures
like the Allen variance analysis can be performed during data acquisition to determine if the process being
sampled is "stationary enough."[34] Finally, it is important to determine if the samples being acquired
are independent before attempting to determine confidence bounds for a given sample size and level of
significance.

4.6 The Tactical Environment and Existing Noise Models

For a given frequency, each of the CCIR 258 models yields a median noise level and a standard devi-
ation so that the distribution of the expected average noise power level is known. The assumption is that
the average noise power level in the measurement bandwidth is log-normally distributed. That is, the
logarithm is normally distributed so that when the average noise power is expressed in decibels its distri-
bution is normal. This is a reasonable assumption, but more accurate models have been developed. Hagn and
Sailors[7] have suggested other models including a "composite Gaussian" model that is normal for a given
half of the distribution. Thus, in comparing measurements made in the field against these models, a
measured sample distribution can be compared against the models' distributions, and the following question
can be asked: With what confidence can we state that the measured noise distribution is the same as that
of one of the models? The answer can be found by using nonparametric statistical methods as mentioned
above. Confidence contours will need to be developed that bound the measured distribution at various
levels of confidence. Then, if those contours contain one of the model distributions, that model can be
said, with a certain confidence, to represent the measured data.

4.7 Next Steps

The next steps in further documenting the noise during tactical field exercises should include:

* Acceptance of the idea that such data are needed, and funding to acquire the data;

* More detailed discussions to identify specific candidate exercises-

0 Participation as an observer at a candidate exercise (perhaps attempting very limited
measurements at a command post receiving location or some similar location);

* The formulation of a more detailed measurement plan, and execution of the plan. and,

* Analysisof the data and the development (as required) of noise models for the military
environment.

5. VOIDS IN CURRENT KNOWLEDGE

Let us return to the questions posed at the beginning of this paper and assess what we know and do not
know.

* Are man-made noise levels increasing, decreasing or staying about the same? To the
author's knowledge, no data have been acquired over time at the same locations measur-
ing the same parameters to be able to answer this question.

* What are the noise levels above about 250 MHz? The data of Lauber and Bertrand[91 in
Canada have contributed to answering this question (see Figure 2-4).

0 How does one extrapolate noise data taken in different bandwidths? Data by Herman and
DeAngelis[35] have provided insights on the bandwidth extrapolation of Vd, and indeed,
these data showed that the previous CCIR assumption was quite incorrect.

* Is it possible to reach agreement on standardized measurement e ,ipment and procedures7
It is certainly slow going. A two-day U.S. meeting on this topic held in 1984 did not
resolve this issue.1361 The paper by Christianson in this meeting is germane.[291

* How best can we sample the more general classes of nonstationary random processes such
as most classes of man-made noise? The work of Middleton gives some insights on this,
and the work of Spaulding and Hagn[33] provides some guidance for the measurement of
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spectrum occupancy. Some comments in this paper on measurements during military
exercises are germane.

* How do we relate noise environments to their effects on system performance. The work
of Spaulding[13,14J provides useful input to this question.

0 Which noise models are best under which circumstances? The new measurements proposed
in this paper should help provide guidance on this question.

0 What categories of noise environment (and related models) best describe a modern
battlefield? Measurements during field exercises are the best way to obtain insights
to answer this question.

0 How do we modify empirical noise models when we use different antennas? Hagn and
Shepherd(37) have provided some new insights into this problem. but it is not solved.

6. RECOMMENDED MAN-MADE NOISE PROGRAM

6.1 Steps ir a Noise Program

A comprehensive man-made radio noise program would consist of the following steps:

1) Standardize the instrumentation and procedures for acquiring and archiving noise data,
and prepare a noise measurement handbook.

2) Acquire man-made noise data over a group of frequency bands with representative
antennas in a variety of environments of interest (including military communication
station receiving sites, military exercise locations such as command posts, etc., as
well as the standard civilian business, residential, and rural locations) in several
countries.

3) Archive the noise data in a location (or locations) where it can be used for model
development and checking.

4) Evaluate the utility of the CCIR 258 noise level models for use in countries beyond the
United States for business, residential, rural and quiet rural locations, and determine
if new categories are required.

5) Evaluate the extrapolation of the noise models to different types of antennas from data
taken using different antennas in the same noise environment.

6) Analyze APDs from the same CCIR environmental category (e.g., rural) to determine if
typical Middleton model parameters for Class B noise can be found as a function of
category.

7) Develop a man-made noise simulator for use in laboratory studies of the effects of
noise on system performance and on design.

8) Integrate the resulting man-made noise model into a more general composite electro-
magnetic noise environment model which would properly combine the contributions from
both man-made and natural sources.

9) Prepare a radio noise model user's handbook.

Let us now consider each of these steps in more detail.

6.2 Standardize Instrumentation and Procedures

Proper measurements of radio noise are difficult to perform. The CCIR established Study Program
298/6 and has produced Report 254-4, but this report does not provide guidance on measurement techniques.
The U.S. National Telecommunications and Information Administration (NTIA) Manual of Regulations and
Procedures for Federal Radio Frequency Management(38] recommends that the mean (average) noise power be
used as the basic quantity for the measurement of radio noise, and that other measured quantities be
relatable to this basic quantity. A radio noise measurement handbook could be developed to assist organi-
zations planning noise measurements to obtain data of broader utility. According to U.S. Df)nD Directive
3222.3, this falls into the Army area of responsibility in the United States.

Hagn[31] has developed a draft handbook for MF and HF surveys of radio noise at the earth's surface
using battery-operated equipment and a 9-ft rod antenna. The IEEE (1985) has published recommended
practices for an electromagnetic site survey for the band 10 kHz to 10 GHz.[32] The 1979 handbook was
intended primarily for organizations using the battery-operated Singer NM-26T analog receiver. This
receiver is no longer manufactured. There is a need to update this survey handbook for use with currently
available instrumentation. Such instrumentation incorporates digital techniques which make data acquisi-
tion, processing and analysis less time consuming ano expensive. The IEEE document also is in need of
revision. Vincent(39] has shown the variability of the environment to be measured, and this complicated
the measurement requirements. A primary problem is achieving agreement on what parameters are to be
measured and what type of instrumentation is to be used. Ideally, an agreement could he reached within
NATO, and a NATO handbook could be written to guide future measurements.
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6.3 Acquire Noise Data

An initiative is needed to measure noise in simulated battlefield environments (e.g., military
exercises) in order to: 1) give guidance to current model users on existing options for man-made noise

(i.e., business, residential, rural or quiet rural); 2) provide information for defining new scenario-
related environmental categories that are more germane to military operations: and, 1) lead to more
appropriate models for use in future studies. Also, data are needed to verify the CCIR 95R models in the
United States in the current timeframe and in other countries. This data acquisition should uso the
standardized equipment and procedures.

6.4 Archive Noise Data

Several books have been published (e.g., Skomal[l10 and Hermanr40]) which summarized noise data avail-
able in the late 1970s. In the United States, the Defense Technical Information Center (fTIC) and the
National Technical Information Service (14TIS) have numerous reports indexed hy key words includinq man-made
radio noise, but there currently is no one place where data, reports (including classified reports), papers
and books on radio noise are available to U.S., or NATO, government researchers or their contractors. It
has been suggested that an organization like the Institute for Telecommunicdtion ScierceS (IrS), Rouldeor,

CO, be funded to establish and administer such a library using their current holdings as a point of depar-
ture. The intent would not be to duplicate the efforts of the DTIC, the NTIS, or other repositories. The

ITS would publish a list of holdings and, at intervals, they would also publish an .ipdate. Researchers
would be encouraged to add the ITS library to future noise report distribution lists.

The ITS already has a sizeable radio noise data base which supplements the holdings of the World nata
Center in Boulder. This information has resulted in major savings in the current efforts to ipdate the
atmospheric noise model for worldwide predictions. Sailors and Rrown[41] were ahle to use the ITS data
base to develop a microcomputer version of CCIR 322 atmospheric noise maps which could only have hen done
at greatly increased cost had ITS not retained both the data and the germane computer codes. The ITS could
serve as a repository of future selected noise data and computer codes of general interest. Also, perhaos
organization(s) in Europe could be identified to serve such a function with some common holdings of data.

6.5 Evaluate Existing Noise Level Models

The CCIR models for business, residential, rural and quiet rural areas for the surface noise environ-
ment should be evaluated and improved. Skomal's model for noise vs distance from an urhan center also
should be evaluated, as well as his model for noise at aircraft altitudes above cities. The data hasp
described in paragraph 6.4 could be used for this purpose.

6.6 Check Effect of Antenna Type

The noise data taken in the same environment at the same time with the same receiving system and
different antennas should be used to evaluate the importance of using antennas different than those used to
develop the noise model (short vertical monopole). Therefore, the short vertical monopole should he one of
the antennas used. The other antennas used should be those typical of military systems.

6.7 Improve APD Estimation

The new bandwidth extrapolation rule for Vd developed for atmospheric noise at MF should he checked
for applicability to man-made noise. The use of V to estimate the APn for man-made noise shouild he
checked against measured APDs. Also, there should b an attempt to determine if stahle Middleton model
parameters exist for business, residential and rural areas. The orginal ITS data hase of APes could he
used for this evaluation. If it is possible to obtain estimates of the Middleton model parameters for
these man-made noise environmental categories, then it would be possible to make more refined estimates of
APDs and other germane parameters.

6.8 Develop Man-Made Noise Simulators

Simulators are needed (both computer simulations and physical simulators) which can approximate
various man-made noise environments,

6.9 Provide Unified Radio Noise Model

Currently, various organizations use different versions of existing models for noise from the same
type of sources (e.g., atmospheric, man-made, and galactic). Models for noise from different sources
frequently are not always combined properly. Spaulding and Stewart[211 have noted the need for a more
unified approach and have provided an improved unified model for use in the IONCAP HF prediction model.F471
A new initiative in this area would involve the generation of a computer code in a standard, portahle
language (e.g., ANSI FORTRAN 77) that would combine (in the proper manner) the noise from various sources
to give predictions of average noise power and the amplitude probahility distrihution (APD) in a sppcified
bandwidth for a specified frequency, antenna type, geographical location, time, and environment. Versions
of this code should be developed for both mainframe and mini/microcomputer applications. A users' guide
should be provided for this model which discusses the rationale for the selection of any options which are
offered. Such a code could be incorporated as a subroutine in telecommunication system performance models.
There would also be some benefits in any comparative analyses of systems if different analysts used the
same code for the noise prediction component of such system performance analyses.

6.10 Prepare Noise Model Users' Handbook

Currently, model users have a variety of noise models to select from, and model selection for
specific problems is not always straightforward. Major and Segnerr431 have noted that a model users' qiuidp
is needed. Such a guide should include a statement of the model's ohjective, a summary description of
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each model, a list of inputs required and outputs available, a statement of any model limitations, and a
model selection rationale for generic categories of problems with examples to illustrate each problem
category.

6.11 Concluding Comment

This is the type of effort that is needed for progress in the area of man-made noise and to fill in
the voids in our current knowledge.
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SUMMARY

Existing methods for predicting co-channel interference levels are very inadequate, and development of
these methods has been severely limited by the lack of suitable data. There are particular problems within
Europe because there is a wide range of climatic and geographical conditions, and COST Project 210 was set

up to provide suitable data and prediction methods. The prime objective is to develop and evaluate models
to serve as a basis tor frequency planning co-ordination procedures and interference calculations, in order
to improve the organisation of further radio communication systems within Europe.

After giving an up-to-date statement on the COST 210 activities set out above, the paper goes on to
describe early results obtained from three representative areas of study:

i) Statistics of high signal level, and case studies, essentially in clear-air conditions, on paths of
150 to 300km from France to the UK (in collaboration with CNET (Paris), CNET (Lannion), Portsmouth

Polytechnic, IBA and RSGB).
ii) Hydrometeor scatter studies using a 10cm wavelength dual-polarisation radar at RAL, where a

radar-derived raincell database is being used to simulate interference paths and to examine relative
effects of ice and rain, etc.

Iii) Hydrometeor scatter statistics and case studies on a 131km overland path (in collaboration with DTI),
and a 48km overland path, both in conjunction with the radar mentioned above, and two oversea paths of
201 and 302km (in collaboration with CNET)

1. INTRODUCTION

Under some conditions, microwave energy can propagate in the lower atmosphere over lorg distances and

so produce co-channel interference between services. Engineers responsible for planning sne co-ordinating
radio systems must therefore have access to internationally-agreed interference prediction procedures in
order to work effectively. These procedures are required for prediction of interference levels and
establishing co-ordination distances, as laid down in the Radio Regulations of the International Tele-
communication Union. The problems become particularly acute as high-density radio usage and interservice
band sharing increases.

Current understanding of the various atmospheric mechanisms giving rise to transhorizon interference
problems is far from complete. Propagation on transhorizon paths is influenced by more factors than are
earth-space or line-of-sight terrestrial paths. At present, interference prediction models continue to
have an essentially empirical approach which is seriously limited by the scarcity of measured radio data.
The problems in Europe are especially difficult, because there is a wide range of climatic and terrain
conditions. Also a co-ordination area may incorporate several small countries so that the practical and
administrative implications of these coordination procedures are of serious concern. Although some work
has been carried out throughout Europe, the study of interference mechanisms, and prediction of
interference levels, has not been covered adequately. COST Project 210 has been established to provide the
missing information.

The title of COST Project 210 is "The influence of the atmosphere on interference between radio
communication systems at frequencies above 1 GHz". There is a wide range of technical problems needing to
be investigated, where a radio transmission intended for one specific receiver location, or a location
area, may produce interference to other receiving stations. Some of these situations are portrayed in
Figure 1. The interference paths may be between independent systems or between independent services

sharing frequencies (eg. Earth-space and terrestrial). The inter-service problems most of concern within

Europe are considered to be potential interference between:

i) two stations on the Earth's surface, eg a terrestrial line-of-sight communication link terminal and a

satellite-based communication Earth station (typically over a path of up to several hundred

kilometres for large Earth stations, but now increasingly also over short paths for small Earth
stations) or one terrestrial line-of-sight terminal and another (again usually over a long path, but

not necessarily so);
ii) a terrestrial station and a space station (eg. an interference path travelling the whole atmosphere);
iii) two Earth-space communication paths (possibly both using relatively small antennas, when the spacing

nay be quite small).

These problem areas are being investigated on a world-wide basis within Study Croup 5 (SG5) of the
CCIR. This is the appropriate forum in which to rech agreement on interference prediction techniques that
may be applied worldwide, and their current methods are contained within certain CCIR Reports. However,

these reports are by no means a complete solution of the problems since many important gaps remain in the
understanding of interference propagation. Moreover, the models in these reports cannot meet the accuracy

required by the frequency managers in Europe in the coming years. However, whatever their strengths or
weaknesses, the CCIR SG5 interference prediction models are the best that are currently available, and It
is recognised that, if COST 210 is successful in producing a new and improved European model, then at some

stage this will need to gain international agreement if it is to be used for formal co-ordination work, and
it is likely that CCIR is the best place for this to be achieved.
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The modelling of propagation conditions likely to cause cochannel interference is usually separated
into clear-air effects and hydrometeor scatter effects, ie scatter by rain and/or ice particles (eg hail or
snow). Figure 2 illustrates contours of coordination distances drawn from the DTI station at Baldock using
the CCUR SG5 procedures (1). Formal coordination, involving detailed computation of predicted interference
levels, would be required if a new transmitter on a shared frequency were to be proposed within these
contours. The dependence of the clear-air contour on length of land path and on horizon angle is clear, as
is the large area for which the hydrometeor scatter contour is dominant. This figure illustrates the
importance of having accurate propagation models.

Most attention has been given to clear-air effects, because the interfering signals and associated
propagation conditions are fairly clearly recognised, and each event usually persists at a near-constant
level for a considerable period of time. However, there are a very large number of factors influencing the
received signal level on a transhorizon path, and accurate prediction has not always been achievable;
indeed, quite large errors in prediction may occur. One of the networks of clear-air measurements being
made is over paths of 150 to 300km from France to the UK. These enable special consideration to be made of
the effects of antenna height (not yet considered in the CCTR model), frequency and coastal section of
path. Some detail of this particular work programme is given in Section 3.

By contrast, hydrometeor scatter signals are considered much less easy to recognise; indeed, there is
argument as to whether they have been observed at all on operational systems! Again it is difficult fully
to take account of the many different factors which determine the received signal level, or even the nature
of the dominant rain cells. However, modern radars are playing a major part in examining this problem, and
RAL's dual-polarisation radar at Chilbolton is active in this field. In addition a short bistatic path is
being used to examine effects of geometry, and to confirm the accuracy of the radar modelling, and long
paths are being used to give statistics for operational path lengths. Some detail of th's WUrk j,:-:c;16
is given in Section 4.

2. TI WORK OF COST 210

The broad objectives of COST Project 210 are (in a logical sequence) as follows:

I) to collate and assess the results of existing European investigations of propagation aspects relating
to radio interference at frequencies above I GHz;

ii) to promote and co-ordinate new experiments where these are needed;
iii) to produce a comprehensive unified data bank from data already being obtained and data to be derived

from new experimental paths;
iv) as a final result, to develop and evaluate models to serve as a basis for frequency planning

co-ordination procedures and interference calculations with respect to future radio communication
systems within Europe.

The prediction method to be developed should aim for inter-system distances to be a realistic minimum,
particularly over land. However, it will need to take into account a wider range of propagation factors
than are Included in existing methods. The emphasis will be on accuracy under realistic practical
interference conditions rather than extreme cases. Prediction of "worst month" as well as annual
propagation conditions is considered to be of great importance.
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Whilst the "full" method may need to be fairly complex in order to achieve the required accuracy, it
is recognised that eventually a relatively simple method will be needed to fulfil the role currently
occupied by the CCIR prediction method. Such simplification implies a larger standard deviation for the
expected variability around the predicted transmission loss than would be needed for the more sophisticated
method. The evaluation of these standard deviations is seen as an important part of the work.

In some circumstances, the dominant factor in interference will be a clear-air propagation mode on a
great-circle path (diffraction, reflection, scattering or ducting). In other conditions (when beams from
two stations intersect outside the great-circle path) hydrometeor scatter may dominate. In both cases,
interference-reduction techniques will be important. For this reason, the technical work of the Project
has been organised within three Working Groups:

WG1: Interference in Clear Air
WG2: Interference due to Hydrometeor Scatter
WG3: Interference Reduction Techniques

Fi' ure 3 1 .3 G11z paths

for COST 210 clear-air studies.

I a

0E-._ Figure 4 : 11 GHz and higher

frequency paths for COST 210

clear-air studies.

711 GHz

19,'22.3 GHz

.-.-.---.- 24 0Hz

... ... ... 290Hz

For the prediction of Interference in Clear Air (WGI) data available from earlier experiments are
severely limited. In consequence, priority has been to provide experimental measurements on some 45 new
paths early in the project since data must be collected over 2 or 3 years. Some of these are shown in
Figures 3 and 4. These measurements are grouped into the 5 networks and two individual paths shown in
Table 1.

Table 1: COST 210 clear air measurement networks, and additional paths

I North Sea 1.3 GHz 5 Denmark/UK 11 GHz
2 European Mainland 1.3 GHz a Irish Sea 1.2 GHz
3 Cross-channel 1.3/11/24 GHz b Rhine VPlley 30 GHz
4 European Coastal 11/19/22.3/29 GHz
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Work has also started on examining propagation models, and, in addition to the primary objectives and
collecting transmission loss statistics to develop prediction methods, specific studies to progress this
modelling include the following:

i) the frequency dependence of clear-air interference propagation mechanisms;
ii) the distance dependence, including the physical extent of atmospheric ducts;
iii) the influence of the surface of the earth, particularly the characteristics of the terrain;
iv) the particular problems of predicting propagation just beyond the horizon, where diffraction may be

the dominant mode, and in coastal areas;
v) gaseous absorption during anomalous clear-air propagation conditions;
vi) antenna-to-propagation mechanism coupling;
vii) the possible roles for meteorological data in clear-air interference modelling and prediction.

Several studies of Interference due to Hydrometeor Scatter (WG2) are already in progress or are being
planned. These comprise:

- eight short-path bistatic experiments (up to some 50km path length) covering the frequency range
11-34 GHz;

- five long-path bistatic experiments over 100-300km (four at 11 GHz, one at 30 GHz);
- five (monostatic) radar experiments (2.8-6 GHz).

Some of the experiments involve joint bistatic and radar studies. The locations of facilities are
indicated in Figure 5.

LDO Figure 5 Facilities for

C COST 210 hydrometeor scatter

" " studies.

G Short-path bistatic
IAIINGRA experiments

11--4 Long-path bistatic
experiments

* Radar experiments

In some respects, the bistatic experiments may be regarded as providing propagation data most directly
applicable to actual coordination work since the geometry and mode of operation can be close to those of
real communication systems. Some of the experiments involve steerable antennas at one or both terminals to
(a) collect-more data, and hence arrive at more representative statistics than tn.t obtained with a fixed
geometry, (b) show spatial structures of the medium and (c) reveal direction-depeTdent properties of the
scattering process. All short-path bistatic experiments are supplemented by line-of-sight links between
the bistatic terminals and/or rain gauges below the path, the intention being to separate the attenuation
and scatter contributions to the bistatic transmission loss. The long-path experiments are especially
suited to collect long-term statistical transmission loss data which will be used to check and validata
both the radar-derived data and prediction procedures.

Specialised meteorological radars operating alone may be used to (a) produce three-dimensional maps of
precipitation from which to examine various geometries of off-beam rain scatter (computing the statistics
of transmission loss on practical path lengths and taking account of both scatter and attenuation), and (b)
to make studies of hydrometeor characteristics (eg phase, sizes, shapes, orientation) and mesoscale studies
of precipitation (eg cell shape, height, etc).

In addition, theoretical studies and modelling are required to examine rain, melting-layer and ice
scatter (also wet snow and wet ice), the temporal and spatial distributions of precipitation, and the
effects of antenna diagrams on the sizes and shapes of scattering volumes (including cases of imperfectly
intersecting antenna beams). Finally a clear procedure for prediction will be required.

Apart from preparing statistics of transmission loss on practical paths to develop prediction methods,
specific studies to irogress the necessary modelling include the following:

i) combined effects of scattering and attenuation as a function of radio frequency;
ii) effect of the spatial structure of precipitation;
iii) role of different types of hydrometeors (rain, hail, snow, water and ice cloud), and relative effects

of ice (including snow) above and rain below the melting layer, again as a function of frequency;
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iv) effect of path geometry (e.g. forward and back-scatter, etc);
v) dependence on polarisation (with scatter angle and antenna orientation), and influence of the extent

of beam coupling and sidelobe coupling;
vi) fading characteristics of the scattered signal;
vii) validity of radar-derived (i.e. simulated) data.

Early consideration of Interference Reduction Techniques (WG3) concentrated on the problem of site
shielding, but some activity has since been extended to other techniques. These studies are limited to
aspects relating to the use of radio propagation data; it is not intended that emphasis be given to system
studies. The topics being investigated are:

i) characteristics of the interfering signals;
ii) antenna sidelobe suppression;
iii) filters and canceilation networks;
iv) site shielding.

Investigation of these techniques will be essentially analytical, and no separate experiments are
planned. The experimental input for this WG follows as a spin-off from the experiments of the other WGs,
as well as from older investigations described in the literature.

COST 210 has a membership from the following ten countries: Austria, Belgium, Denmark, France, the F R
of Germany, Ireland, Italy the Netherlands, Sweden and the United Kingdom. Some 25 organisations
participate in the Project, which is scheduled to operate for six years, ending in mid 1990. So far the
progrmme of work is well advanced. Further details may be found in the first and second Annual Reports
(2, 3).

3. ANGLO-FRERCH STUDIES OF CLEAR-AIR PROPAGATION

A specific network within COST 210 is the third in Table 1, namely the Anglo-French cross-Channel
network. CNET, in France, and IA, Portsmouth Polytechnic, RAL and RSGB, in the UK, have set up over-sea
paths and mixed-land-sea paths in a network operating primarily in the 10.7 - 11.7 GHz band allocated by
WARC 1979 to the fixed, fixed-satellite and mobile services, but also at 1.3 GHz, 24 GHz (proposed) and 27
GHz. Not all are yet operational at the time of wrlting. The locations are indicated in Figure 6, and
some details of the paths are given in Table 2.

Table 2: Anglo-French path characteristics

Path Freq. Antenna Path
(GHz) terminal length

heights, km
m (asl)

Trans Rec

1 Cap d'Antifer (high)-Portsmouth (Eastney) (low) 1.296 120 13 153
2 Cap d'Antifer (low)-Portsmouth (Eastney) (low) 11.646 35 13 153
3 Cap d'Antifer (high)-Portsmouth (Eastney) (low) 11.647 115 13 153
4 Cap d'Antifer (high)-Portsmouth (Portsdown) (high) 1.296 120 110 160
5 Cap d'Antifer (low)-Portsmouth (Portsdown) (high) 11.646 35 110 160
6 Cap d'Antifer (high)-Portsmouth (Portsdown) (high) 11.647 115 110 160
7 Cap d'Antifer (high)-Portsmouth (Esetney) (low) 27.5* 120 13 153
8 Cap d'Antifer (low)-Winchester 11.646 35 175 192
9 Cap d'Antifer (high)-Winchester 11.647 115 175 192
10 Lannion-Christchurch 10.710 145 20 254
11 Lannion-Winchester 10.710 145 175 297

WINCHESTER
CHRISTCHURCH - PORTSDOWN

CAP DANTIFER

LNNION

Figure 6: Map of radio paths

* Path 7 Is also to be operated at 24.048 GHz.
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The principal objectives of these clear-air studies are as follows:

i) To produce annual and monthly cumulative statistics (see Item v below).
ii) To produce statistics of the duration and diurnal times of occurrence of signal enhancements during

ducting events, and joint statistics of transmission loss with duration etc.
iii) To study simultaneous path losses from Cap d'Antifer over low-low, low-high and high-high path

geometries, the paths being almost identical in other respects. Studies will be made of both
individual events and long-term statistics. At present, the CCIR model takes no account of terminal
height. The paths will also allow some study of the effect of an additional 40 or 50km traversed over
costal land (for Cap d'Antifer and Lannion paths, respectively).

iv) To produce 1.3/11/24/27 GHz frequency-scaling factors.
v) To compare the derived statistical data with results obtained from prediction models, eg CCIR Report

569-3 and 724-2, Appendix 28 of the ITU Radio Regulations, the CNET "angular distance model" and any
new COST 210 method.

vi) To study the angle of arrival of signals using data obtained at Portsmouth (high terminal).
vii) To obtain frequency-dispersion statistics from measurements on the Lannion - Christchurch path.
viii)To study the physical structure of ducts over the sea, the land-sea interface and

the land areas at differing heights using an aircraft-mounted refractometer.

Figure 7 illustrates an early event on the Cap d'Antifer to Eastney (Portsmouth, low) path.
Preliminary inspection of the chart record suggests perhaps some enhanced troposcatter, lifting the signal
level to within about 30dB of free space (at the maximum), a level predicted by CCIR to occur for about 6Z
of time (4).
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, 70.
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Figure 7: Signal enhancement on 20-21 October 1986, 20-01 hrs UT,
on high-to-low Cap d'Antifer-to-Portsmouth path
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Figure 8: Signal enhancement on 20 April 1987, 18-24 hrs UT,
on (a) high-to-low and (b) boy-to-low Cap d'Antifer-to-Portsmouth paths
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Figure 9: Signal enhancement on 21 April 1987, 18-24 hrs UT,
on (a) high-to-low and (b) low-to-low Cap d'Antifer-to-Portsmouth paths

Figure 8 (a) shows a signal enhancement on the high-to-low Cap d'Antifer-to - Portsmouth path to
within leas than 1OdB of free space, a level predicted to be exceeded for only 0.5% of time, though the
whole event lasts only some tvo or three hours. Part b shows less enhancement on the low-to-low path, only
to within about 35dB of free space, and only during the latter half of the high-to-low path event. It is
too early to draw any firm conclusions on the cause of this example, but it would appear that a weak front
crossed the path and had more effect on the upper path than on the lower path. Unlike Figure 7, the data
in Figures 8 and 9 were subject to a Is low-pass filter.

Figure 9 shows part of a much more interesting event, for which there was enhancement during 36 hours.
In part a, the high-to-low path signal level is seen to be generally between 0 and 5dB below the free space
level, free space being predicted to be exceeded for 0.05% of time, whilst the low-to-low path is generally
between 0 and 10dB above free space. The fading rate is now quite low, but not as low as has been reported
at lower radio frequencies. The fade rate may be governed by changes in the refractive index structure of
the duct, or by more than one ducting mechanism being present. It is perhaps significant that the high-to-
low signal level is only some 10 dB below the low-to-low signal level. The diversity of transmitter and
receiver heights is expected to assist these studies greatly.

At the time of writing only preliminary statistical studies have begun. The duration of events study
(item ii of objectives of this work) and frequency-scaling study (item iv) form part of the statistical
package (item i). Item v) will flow from this. Preparations for aircraft-mounted refractometer studies
and well advanced (5).

4. AL STUDIES OF HYD. TOR SCATTIR

4.1 Dual-polarlsation iadar studies

The main RAL facility for study of hydrometeor scatter is the dual-polarisation radar at Chilbolton.
Apart from operating in dual-polarisation the main features of the radar are the large antenna (25m
diameter giving 0.28* one-way 3dB beamwidth) and non-attenuating radio frequency (3.1 GHz). Differential
polarisation is measured to within about ±0.1dB, and reflectivity to within about ±0.75dB. The radar is
well tested, having been operating in dual-polarisation mode much of the time since 1978. The dual-
polarisation allows a more clear distinction to be drawn between rain and ice phases, and a better estimate
to be made of rain attenuation (6). The main data currently available are for 1981 and 1982, but a start
has now been made on collecting a further two years of data.

Dual-polarisation radar data are being used to model coupling by scatter, using the radar data to
predict the scatter from the common volume and attenuation on paths to this common volume from hypothetical
Earth stations and terrestrial terminals. In this way the dependence of the coupling on the height of the
common volume, and on the geometry is being Investigated. Further, radar date are being used to provide
statistics so that the likelihood of strong coupling Pay be estimated.

Figure 10 shows contour plots of (a) the radar reflectivity, Z, and (b) the differential reflectivity
with polarisation, Zdr, from a vertical scan through a strong convective raincell (7 and 8). BJstatic
scattering paths through the raincell were considered, with the centre of the common volume at two
different heights, 1.5 and 3.0km, and at a series of ranges from the radar between 32 to 45km in 1km steps.
Assuming a typical (radial) cell velocity of 5 m/a, this can be considered as a time series with
approximately 3 minutes between samples in a sequence. Part d of Figure 10 shows the variation with the
range of the common volume of the net coupling (scatter less attenuation) expressed as the ratio of scatter
power received by the Earth station, Pr, to the power that would be caused by free-space (ducted)



6-8

propagation, Pf, into the Earth station sidelobes (see below). It can be seen that this coupling broadly
follow. the raflectivity contours, except for sharp decreases at around 36km and 39km for the 1.5 and 3km
heights respectively. (The vertical dot-dash line links the patterns for 38 km range). Part c of the
figure shows that, at these ranges, attenuation on the Earth station path, calculated for the frequency of20 GB:, has become very large, reducing the coupled signal accordingly. The general pattern is for strong
coupling to precede and follow the attenuation event.
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Figure 10: Contours of a) reflectivity, Z, and b) differential reflectivity, ZDR, collected during a

vertical radar scan (RHI) on 6 July 1983 at 1332 UT. Also shown is c) attenuation on wanted
path up to tba melting layer and d) signal on unwanted path, where the range is that of the
intersection of the Earth station and terrestrial terminal beam axes.

Positions 1 and 2 are Earth station-locations with common volume at 38 km range from the radar,
and the vertical line at 38 km range links parts a, b, c and d in this case.

The modelling assumed the gain of both the terrestrial terminal and Earth station antennas was 42 dB.and that the stations were 100km apart. The coupling was calculated for 20 GHz assuming the Earth station
beam axis was at 30' elevation, as may occur with propagation by ducting. (The sidelobe level was assumed
to be that for a CClR model Earth station, which for 30° off the axis of a 42 dB gain antenna is -47 dB
relative to the maximum gain (9).
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The example shows that strong coupling is possible with the ratio Pr/Pf up to 17 dB while the
attenuation of the wanted satellite signal may only be attenuated by a few dB. Also the level of coupling
is very dependent on the height of the common volume. The accuracy of the radar prediction of the coupling
is limited by experimental errors and assumptions in the technique, and is estimated to be up to 10 dB (7).

A study is currently being made of the effect of common volume height, the antenna beam widths and
forward and backwards scatter, and statistics have been prepared from data collected in 1981 and 1982.
Unfortunately it is still too early to report on these studies, but they are expected to add significantly
to the modelling of hydrometeor scatter. The data bank is now to be extended by a further two years of
data.

4.2 Short-path studies

Measurements of scatter on short (bistatic) paths are being made at 17.8 CHz on a 48km baseline
terminating at Chilbolton. The 1.70 transmitter beam is steered on to a suitable raincell using the
Chilbolton radar display. The 17.8 GHz receiver is mounted on the same 25m diameter antenna as the radar
(3' beamwidth), and the net scatter is measured (ie scatter less attenuation). The radar is then scanned
to evaluate the attenuation -n transmit and receive arms of the bistatic path.

The objectives are:

i) To measure bi-static scatter from various types of rain, and from ice above the melting layer, over a
wide range of scattering angles.

ii) To comment on the relative importance of the various forms of precipitation, as they affect
calculations of interference and coordination distance.

Iii) To estimate (from the radar data) the attenuation along the bi-static path, and hence to measure the
scattering cross-section in rain and ice over a wide range of scattering angles.

iv) To compare the direct measurement of bi-static coupling with that estimated from the 3 GHz radar data,
in order to comment on the validity of radar data alone as a means of investigating problems of
interference from hydrometeorscatter.

Limited results from the comparative experiment between the radar and 18 GHz bistatic experiment have
been obtained at the time of writing. Only weak rain at lm/hr was measured, but a coupling of -103dB
relative to free space was detected and this agreed with the radar prediction to within experimental error.
Great importance is placed on making many more measurements of this type, particularly in convective rain.

4.3 Long-path studies

As well as studies of hydrometeor scatter mechanisms by radars and short-path systems, and estimation
of transmission loss statistics for practical path lengths from data banks collected by these means, there
is a need to give a demonstration on the statistics of transmission loss on longer path lengths
representative of possible interference paths. RAL is involved in two collaborative studies, one with DTI,
and one with CNET.

The collaborative study with DTI involves an 11.2 GHz transmitter at Chilbolton, with a 1.6* beam
pointed at the horizon, and a receiver 131km distant at Baldock, with an 11' beam pointed at a elevation of
20, first towards the transmitter and then away from it. The fixed scattering height extends from 1.3 to
5.6 km. Statistical data are collected on a time sampling basis. The dual- polarisation radar is scheduled
to examine the scattering common volume of these paths at selected times.

The collaborative study with CNET involves the transmitters at Cap d'Antifer and Lannion mentioned in
Section 3, each with transmitter beam of 2.8* and path lengths of 201km and 302km, respectively. The
receiver is mounted on the 25a diameter antenna at Chilbolton (5' beamwidth) pointed up to an elevation of
200. The scattering height then extends from 1.5 km to 6.4 km for the Cap d'Antifer path, and 3.7 km to 11
km for the Lannion path. Again statistical data are to be collected on a time sampling basis.

5. CONCLUSIONS

The work of COST Project 210 is now wall advanced. Many new radio paths and other facilities have been, or
soon will be, put into operation to collect much-needed data. The Management Committee has decided on the
format in which the data of the individual measurements should be collected and stored, to facilitate their
later evaluation. Some new data have already become available and a large database can be expected to be
built up within the coming 2-3 years. First results of the measurements have been discussed in recent
meetings of the Management Committee.

As the work progresses, the emphasis is now changing gradually from the planning and implementation of
new facilities to a critical review of existing models and interference prediction procedures, and to the
development of new ones. Interesting ideas have been proposed, and these will have to be tested against the
increasing amount of measured data.

It is to be expected that these studies will lead to considerable improvements in the prediction of
interference levels and coordination distances. The ultimate goal of the study will be the development of a
fully self-contained, comprehensive prediction procedure, including computer source listings, for
application in European areas. Previous collaborative COST projects have been found to be highly
stimulating and productive, and inputs from others working in the area would be most welcome.
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SUMMARY

An experiment to measure spectral occupancy at HF has been undertaken since the sunspot
maximum of 1982, and examples of the results are presented. Also, a mathematical model
is being fitted to the experimental data, and initial results of this aspect of the work
are included.

INTRODUCTION

A programme of work exists at UMIST, supported by the UK Science and Engineering
Research Council and UK Ministry of Defence (RSRE), to investigate spectral occupancy
within the HF band 1.5-30MHz.

The aim of the work is to provide data which may be used in conjunction with frequency
predictions, to advise HF operators on the typical occupancy they may encounter, and how
this may vary with threshold level, frequency, time, bandwidth, type of user allocation,
and geographical location. Such information will also be useful to communication system
designers, to HF ground wave users (who may then choose operating frequencies to avoid
severe interference from sky wave users), and also to study groups who are concerned
with the determination of international frequency assignments.

OCCUPANCY MEASUREMENTS

Spectral measurements are made twice yearly across the whole HF spectrum, approximately
at the times of the winter and summer solstice, when the diurnal variation in the
optimum working frequency is maximum and minimum, respectively. Such measurements have
been made since 1982 (following the WARC 1979 changes), and correspond to a range of
Belgian sunspot numbers varying from 130 to ?.

The experimental site is RSRE Pershore, a rural site in central England, with a low
man-made noise level, and the receiving aerial is an active, wideband, vertical
monopole.

By ITU regulations, the HF band is divided into frequency allocations which are
dedicated to specific groups of users, e.g., aeromobile, fixed, broadcast, etc. In the
measurement of occupancy for the different HF users, a Racal 1792 communication
receiver, operated without AGC, and having a bandwidth of 1kHz, is stepped in 1kHz
increments through each user defined allocation, spending one second at each increment.
Each ikHz channel is defined as occupied at a particular threshold level if the average
signal value exceeds the threshold in the one second observation period. The percentage
of such channels occupied across each user allocation then defines the 'congestion^ for
that allocation.

The communication receiver is used in preference to a spectrum analyser, because the
receiver filters are more selective, and a filter bandwidth of 1kHz was chosen because
it has been shown that congestion measurements are approximately independent for
frequency separations greater than IkHz (1). The observation period is one second, to
accommodate signal variations due to modulation and fading.

This measurement of congestion across the whole HF spectrum takes several hours, and
therefore only results corresponding to the stable ionospheric conditions that occur at
about midday and midnight are taken. Even so, the measurement time exceeds the diurnal
period of stability, and results for the whole spectrum are taken over three days and
three nights, determining congestion across one third of the HF spectrum at each session
over a period of about about three hours. It had been verified previously that very
good correlation of such congestion measurements exists for results separated by several
days, as long as the comparison is made for equivalent ti,.es of day or night (2).

Table 1 gives examples of congestion results for five threshold levels (as measured at
the aerial terminals of the receiver), where the relationship between threshold and
field strength is indicated. For the night results, it is apparent that the lowest
threshold (-ll7dBm) intercepted the noise level at the lower part of the HF spectrum.
Other results have been published previously (2).

Congestion will be strongly dependent on the bandwidth of the measurement filter, and
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examples of this dependence have also been published (2).

The geographical area over which congestion measurements will be valid is not clear.
Simultaneous measurements across the entire HF spectrum have been made at two sites in
the UK, separated by 120km, with virtually identical values of congestion being achieved
(2). Previous voice channel experiments have indicated that correlation of occupancy
may extend to 500km, and theoretical models have supported this (3).

Also, congestion will be dependent on the type of antenna. Limited experiments have
been made using four travelling wave Vee antennas, pointing north, south, east and west,
from central England, and an effort is being made to compare these results with those
determined using the active vertical monopole.

DIURNAL OCCUPANCY VARIATIONS

Since the measurement of congestion throughout the entire HF spectrum takes several
hours, only results corresponding to the stable ionospheric conditions could be taken.
It is of interest to know how congestion varies throughout the day, and therefore
smaller parts of the spectrum were analysed more frequently.

For example, there are 31 allocations where fixed, or fixed and mobile operators are the
primary users. The congestion was measured for each of these allocation, approximately
every 50 minutes, over a 24 hour period, using a ikHz bandwidth. Thus, for each
allocation, a graph of congestion against time may be plotted for a particular threshold
level, as shown in figure 1. Here the threshold level is -107dBm referred to the
receiver aerial terminals, corresponding to a received field strength of 2uV/m. The 31
graphs form sections of a 3 dimensional surface, whose axes are congestion, frequency
and time, and the surface shown has been smoothed by averaging over 3 adjacent points in
time, and over 3 allocations in frequency.

Figure 2 shows the contour map for the surface of figure 1. The contours are shown as
continuous curves, although they only have significance across the 31 fixed frequency
allocations. Again, good correlation has been observed between sets of results taken
for the same frequency allocations, but on different days.

Contour maps of congestion can be used in a prediction procedure to enable frequency
planning, to ensure not only that a satisfactory grade of service on an interference
free channel is expected, but also that the band in which there is the greatest
probability of finding a clear channel is selected. An example of this procedure has
been published, in which Barclay (4), using essentially the prediction techniques
described in CCIR Report 894, determined the range of permissible frequencies that would
provide an adequate signal-to-noise ratio for a specific 1500km east-west sky wave link,
terminating at the occupancy measurement site. The range of frequencies which would
provide a predicted adequate signal-to-noise ratio is shown in figure 3, in which the
S/No=66dB curves correspond to a low-quality SSB circuit with a 100w PEP transmitter,
and a transmitting antenna with a gain of 6dB above isotropic (4).

Overlaying this envelope on the occupancy statistics of figure 2 shows that, in this
case, operation during the day snould be at about 8MHz. This is well below the OWF but
at a frequency where there is sufficient signal-to-noise ratio, and a small probability
of occupancy. At night, the probability of occupancy in the acceptable bands is more
broadly spread in frequency, and the choice is not so clearly defined. However, choice
of frequency in this way implies that an operator must have a number of assignments
across a wide frequency range.

A MATHEMATICAL MODEL FOR OCCUPANCY

An effort has been made to fit a mathematical model to the occupancy data. The model
used was suggested by Dr P J Laycock, of the Department of Mathematics at UMIST, who has
guided its application.

The available data comprises day and night measurements made at the times of the winter
and sumer solstices. For each set of measurements, the spectrum is divided into 95
frequency allocations, and congestion results are obtained for 5 threshold levels.
Hence the total number of recorded values of congestion equals 9500 (corresponding to
about 3 million channel observations) for a measurement bandwidth of 1kHz, with further
limited measurements for different bandwidths. The Belgian sunspot number varied from
130 to 2 during this period.

Ideally we seek to represent the experimental data by a mathematical model, in which
values of congestion Q, are given by

Q = f(x,,x 2... )

where x1,x2 ... represent parameters on which occupancy may be expected to depend, such
as time, frequency, bandwidth, threshold level, sunspot number, and geographical
location.
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Consider the choice of a linear function of the variables.

i.e. Q= ZAnXn
n

where Xn are functions of the parameters, and An are coefficients. Because of the
linear structure, a 'best fit' to the data could be found by least squares regression.

It is apparent that the measured values of congestion are values of probability, and
that their values must lie in the range 0 to 1. Since a significant proportion of the
observed values of congestion lies on or close to these boundary values, there is a risk
that a linear model as defined above may give estimated values of congestion which lie
outside this range, and a logistic transformation (logit) has been used to overcome
this, where

logit (Q) = In [ Q] A1,Xn = y

Hence Q = ey  where 0<Q<l

l+e
Y

Thus the linear function of the variables has been included as the index of an exponent.
There are other transformations which would restrict the range of Q between 0 and 1,

such as the probit (5), and similar results have been obtained using both the logit and
probit transformations.

Extensive statistical analysis has resulted in the use of the following linear function.

y = Ak + B x threshold(dBm) + (C0+Clf +C2f
2 ) x sunspot no. (i)

where Ak has 95 values, corresponding to the 95 frequency allocations.

B is a single coefficient to be multiplied by the threshold.

C0,CIC 2 are coefficients in a quadratic expression for frequency, to be
multiplied by the sunspot number.

There is no useful data for geographical location at present, except that the results
apply to an area of at least 100km radius. Also, bandwidth has not yet been included in
the model, but is presently being considered. Hence the present model applies for a
bandwidth of IkHz only.

Also the congestion results to be fitted were divided into 4 sets, corresponding to
summer solstice day, summer solstice night, winter solstice day, and winter solstice
night, such that 4 models were to be determined.

The model is fitted to the congestion results by iterative weighted least squares
regression (5). The precise fitting procedures are complex, and are incorporated in
the 'generalised linear model' section of the general statistical programme GENSTAT,
developed by Nelder and associates, of the Statistics Department, Rothamsted
Experimental Station, Harpenden, UK. Surprisingly good fits have been achieved, but the
fit for the lowest threshold -ll7dBm is less accurate than for the higher thresholds,
-107dBm to -77dBm. This may be due to the atmospheric noise occasionally rising above
this threshold, and also because the sensitivity of the fit is greatest for the typical
values of congestion encountered at this level.

Table 2 gives model coefficient values, for summer day congestion results. This model
applies for the entire HF spectrum, and for threshold levels in the range -107dBm to
-77dBm, corresponding to 1900 measured values of congestion. A separate model exists
for the -ll7dBm threshold.

As a measure of the accuracy of the fit of the model, of the 1900 measured values of
congestion, 56% are given by the model to an accuracy of +.01, 91% to an accuracy of
±.05, and 98% to an accuracy of +.I.

An operator at HF is likely to have little interest in the occupancy of the snectrum
outside his particular type of user allocation. Hence, models have been determined for
specific types of user, and have a slightly improved fit to the measured values
corresponding to those particular allocations.
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For example, from table 1, the fixed user has 48 allocations in which operation is
permitted. This differs from the 31 allocations referred to previously because the
listings of table 1 split wide allocations into smaller allocations, and also the 31
allocations does not include those shared by fixed and broadcasters. A model of the
type defined in equation 1 would thus have 48 frequency allocation terms, and threshold
and sunspot coefficients.

Simplification of the fixed user model, with some reduction in accuracy of fit, results
when the 48 frequency allocation terms are replaced by a cubic function of frequency.
This approximation is in keeping with the concept of a smooth surface for the single
user, indicated in figure 1. A similar approximation to the 95 frequency allocation
terms for the entire spectrum would not be easily possible, because of the complicated
variation in the 95 band user coefficients, due to the inclusion of all users.

For example, for the 48 allocations where fixed operation is permitted, for summer day,
and for threshold levels from -107dBm to -77dBm,

y = A0+Aif+A 2f
2+A3f

3 + B x threshold(dBm) + (C0+Cf+C2f
2 ) x sunspot no.

Only 8 coefficients are required, and are given by

A0 = -16.2075489
A, = 0.9156247
A 2 = -0.0618355
A3 = 0.0010994
B = -0.1063141
Co = -25.7969626 x 10-3

C1 
=  3.5992532 x 10-

3

C 2 = -0.1139105 x 10-
3

Of the corresponding 960 measured values of congestion, 54% are given by this model to
an accuracy of +.01, 88% to an accuracy of t.05, and 96% to an accuracy of +.I.

CONCLUSIONS

Measurement of spectral occupancy in terms of the congestion of each of 95 ITU defined
user frequency allocations has been achieved at the times of the winter and summer
solstices, at a site in central England, having a low man-made noise level. The
measurements have been made for a range of sunspot numbers from 130 to 2.

Analysis has shown that the results are highly structured statistically, and
mathematical models have been derived, and continue to be developed.

During 1988, it is intended to install a dedicated equipment for the measurement of HF
spectral occupancy, at the Department of Trade and Industry Monitoring Station at
Baldock, England. The equipment will be linked to UMIST for data transfer and analysis,
and this will result in a much improved data base.
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Figure 1 congestion/frequency/time surfaces for fixed and mobile users

(Summer 1982, threshold level -1O7dBm)
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Congestion Q = ey

l+e 
y

y = Ak + B x threshold level (dBm) + (C0+C f+C 2 f 
2 ) x sunspot number

k Ak k Ak k A

1 -13.585664 33 -11.919495 65 -13.546634
2 -14.733032 34 -10.289421 66 -13.993226
3 -14.062625 35 -12.711416 67 -14.208674
4 -14.064345 36 -12.219176 68 -13.647821
5 -13.915349 37 -11.225493 69 -13.299901
6 -13.418279 38 -11.246493 70 -13.958850
7 -15.021687 39 -11.635492 71 -14.283216
8 -12.792868 40 -12.730354 72 -11.048516
9 -13.166584 41 -11.378533 73 -14.411120
10 -13.210117 42 - 9.410399 74 -13.973111
11 -12.712065 43 -10.779525 75 -13.829214
12 -13.263342 44 -11.663792 76 -14.733973
13 -13.962915 45 -10.963576 77 -15.514025
14 -13.965851 46 -12.744649 78 -15.221752
15 -12.034389 47 -11.050034 79 -15.906229
16 -11.952289 48 -10.546442 80 -16.478808
17 -12.839164 49 -11.426044 81 -16.213741
18 -12.507083 50 -11.958787 82 -20.534570
19 -12.261500 51 -11.729799 83 -15.904058
20 -13.413974 52 -11.292570 84 -21.632969
21 -11.921589 53 - 9.223130 85 -13.496772
22 - 9.867710 54 -11.633442 86 -15.292201
23 -11.288726 55 -11.693433 87 -15.529101
24 -13.433738 56 -12.808930 88 -15.102002
25 -11.865379 57 -11.698942 89 -14.065095
26 -11.570784 58 -12.420106 90 -13.117673
27 -11.026025 59 - 9.926302 91 -13.752702
28 -12.219094 60 -12.650106 92 -15.866187
29 -11.804916 61 -12.467779 93 -15.144994
30 -11.959665 62 -12.393797 94 -17.197009
31 -10.828862 63 -12.677131 95 -16.499500
32 -13.262643 64 -13.309509

B = 0.100192

f = centre frequency of each allocation (,MHz) CO = -17.348957 x 10- 3

Cl = 1.910600 x 10
-3

C2 = -0.052359 x 10-
3

Table 2 All-users congestion model for summer day
and for threshold range -107dBm to -77dBm
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NOISE MEASUREMENT SYSTEMS/TECHNIQUES

Calvin B. Christianson
U.S. Army Information Systems

Engineering and Integrations Center
Fort Huachuca, Arizona 85163-7300

ABSTRACT

Almost from the start of radio science, it was understood that before radio systems
could be adequately designed and performance statistically defined, it would be necessary
to have statistical data and other characteristics of the signals and noise. Measurement
system that could measure signal levels and related characteristics fairly accurately
were developed in the early 1920's. But the problem of measuring noise was considerably
more of a puzzling matter to early investigators. As a result most work in noise
investigation for many years was in comparing and determining the performance of various
noise reducing techniques or the determination/correction of interference to radio
listeners. It wasn't until the 1950's that measurement systems were developed that
provided needed statistical noise data. Primarily this was the large fixed systems
developed for measuring atmospheric noise during the International Geophysical Year (IGY).
Since the early '70's a number of portable or mobile systems have become available that
are limited in capabilities almost only by the amount of time or money available.

This paper will briefly trace the evolution of noise measurement systems, types of
and capabilities of systems that have been used in the last decade, and a small portable
system that was developed for noise measurements. The use of this small system for noise
measurements in the field and resulting data will be presented.

EARLY NOISE MEASUREMENT SYSTEMS

In 1916 Austin(l), in describing some measurements made at a U.S. Naval Radio Station
in Panama, provided a detailed description of the receiver used (Figure 1). The
sensitivity of this early simple set was rather astonishing. Measurements down to
1.23x10"-15 Watts (.25uV at 50 Ohms) were possible in the Naval Radio Research Laboratory.
In use an operator would adjust a shunt resistor across the headphone until the signal
could no longer be copied. Azn audibility level would then be computed based upon the
impedance of the headphones and the value of the shunt resistor. This measurement
technique was initially developed to measure signal levels but starting in early 1918 it
was also used for disturbance(static) measurements. For noise measurements, the shunt
resistor was varied until the disturbance could be heard 3 times in 10 seconds. For actual
measurements, Austin was of the opinion that measurements were usually accurate within 30%
and occasionally 50X. He stated that this wasn't too good, but it was better than no
measurements at all Several years later, Austin(2) reported on the results of field
strength measurements from 1915 to 1921 and noise measurements from 1918 to 1921 using the
audibility moter. This report showed that when signal intensities were high, noise levels
were also high. Although Austin provided the most information on the audibility method, it
appears that this method was used even earlier. For example, Marriot(3) stated in 1914
that while making field strength measurements, audibility measurements of 20 dropped to 7
when a train passed by.

In discussions on Austin's work there was considerable debate on the merits of this
system as it was subjective and dependent on an operator's ability or judgement.
Suggestions were also made on other methods that could be used or were being used.
Ecoles(4) described a system with a local signal source (a buzzer) with adjustable
coupling to the input of the receiver. Austin, in discussion of this method indicated that
he had tested this method and similiar methods in his laboratory. But, due to static,
these methods were not as good as the audibility method for actual measurements. Starting
in 1922, Austin(5) changed the method of making measurements and used a tuning fork
oscillator as a local reference. For signal measurements the receiver beat note was
adjusted to the same frequency as the tuning fork. The local tone level was then adjusted
until it equalled the received signal level. For disturbance measurements the local level
was adjusted until the disturbances were just audible. For Austin's measurements, the
overall measurement system, antenna to output, was frequently calibrated using received
signals of known intensity.

In 1923, Bown, Englund and Friis(6) described apparatus and methods that they had
developed since 1921 to measure the absolute value of field strengths and the effective
value of radio noise. Three measurement sets were described. The first was a tuned radio
frequency receiver for measurements at approximately 23.5 kHz. The other sets were both
superheterodynes. One was designed for 57 kHz. The other, for shortwave measurements, was
for 650 kiz to 950 kHz. All these sets had a local oscillator with a calibrated adjustable
output. When static permitted a meter in the output could be used for comparison. When the
meter could not be used, comparison was made again aurally. Practically, the block
diagrams for the receivers are similiar to typical field intensity meters in present use.

Compared to the measurement of field strength, the use of these sets for measurements
of noise was considered to be much more difficult. As measurements were being made in
connection with the engineering of a low frequency transoceanic single sideband telephone
system, the effect of noise on voice communication was of primary interest. The method
adopted was to generate artificial speech at the receiver. The level of this was then
adjusted until it was Just audible through the noise. Using this method, a variation of
less than 50% occurred for different observers. Results of some tests made in London on a
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transatlantic path using the 57 kHz set were provided. Signal level. noise level and word
list tests had been made. The results were preliminary as only a few tests had been made.
However it appeared that a signal/noise voltage ratio of about 30 (=30 dB) was &
transition level for voice transmission. Below 30, voice transmission rapidly degraded.
Additional comprehensive measurements using this system were repor..ed(7) in 1926 for
signal and noise strengths at LF. A significant improvement in the signal/noise ratio had
resulted using a Beverage antenna.

Frims and Bruce(S) in 1926 described a measurement set for frequencies up to 40 MHz.
Some measurements had also been made of radio noise at higher frequencies by Heising,
Schelleng. and Southworth(9). In 1931, Espenschied(10) outlined the various methods
developed to measure noise. For radio, the artificial speech method was still being used
for low frequencies. At higher frequencies, an observer would record the amplitude of
peaks over a period of one minute. The average of the ten highest peaks was then taken as
a noise value. Potter(Il), in 1931, presented a comprehensive report on HF atmospheric
noise using the measurement techniques just described. Noise levels versus time,
direction, frequency, local storms, sunrise and sunset effects, solar eclipse, and a
disturbance in the earth's magnetic field had all been measured.

In 1932. an automatic field strength and static measuring system was described by
Mutch(12). A square law detector was used in this system. The detector only had a limited
dynamic range so, very cleverly, rms voltage received over 9 seconds was averaged and
system gain then automatically changed to stay in the square law region. Using this
system, Jansky(13) made noise measurements at 14.6 MHz with a highly directional antenna
in 1932. During these measurements a low level noise was detected which appeared to be
originating from either the sun or the subsolar point on the earth. Continued
investigation by Jansky(14) of this low level noise found that this noise was not sun
related but was originating from a fixed point in space. Similiar measurements by
Jansky(15) were repeated at 16.7 MHz several years later. Serious man-made noise, caused
by diathermy machines, interfered with the measurements. It was so severe that at times
hours were spent trying to find a frequency near 10.7 MHz on which Interstellar or
atmospheric noise could be measured.

In this same period, Peterson(1) reported a method by which the percentage of time
that noise exceeded a reference level could be measured. The method used was essentially a
constant current source triggered when the receiver input voltage exceeded a given level.
An output meter with a very long time constant would then indicate the percentage of time
the reference level was exceeded. A single amplitude probability distribution (APD) graph
showed a typical measurement of noise using this method.

In the early '30's work was also started In the standardization of radio noise meters
for measurement of noise interfering with broadcast services. The evolution of these types
of instruments has been continuous and has led to the many CISPR type instruments
presently available and frequently specified for interference measurements. Excellent
reports on the early development, use, and accuracy of these instruments were provided in
references (17), (18), (19) and (20). The problems of using this type of instrument to
adequately statistically define noise were considered by Hoff and Johnson(21) in 1952.
They also described a measurement system and results achieved in measuring LF atmospheric
noise. Essentially, the system was the same as Peterson used in 1935 except reference
levels were automatically changed and the percentage of time automatically graphically
recorded for each level.

MAJOR ADVANCEMENTS THROUGH THE 1900's

A long needed major advancement occurred in the late '50's with the development of
the ARN-2 atmospheric noise measurement system as described by Crichlow(22). This system
measured the parameters specified by the International Union of Radio Science (URSI) (23)
who had coordinated with the CCIR. S'multaneously on 8 frequencies, the rms voltage,
average voltage, and the average logarithm of envelope voltage were measured. Data from
these systems taken from 1957 to 1981 resulted in CCIR Report 322(24). The method
developed for measuring rms envelope voltage in this system is very interesting. To square
the input voltage, two tubes with a parabolic transfer characteristic were used. Drive to
the tubes van push-pull with the plates in parallel. This essentially cancelled out the
fundamental frequency and added the second harmonic at the output. The voltage level of
the second harmonic was proportional to the square of input voltage. After filtering,
amplification and rectification, an output voltage ranging from .1 V to over 1000 volts
(80 dB dynamic range) resulted. A few years later, another large system was described by
Spaulding(25) to investigate man-made radio noise. This system measured the same three
moments as the ARX-2 and also the ratio between quasi-peak (1 ma charge/180 ms discharge)
and rmn voltage. This system could also measure on 8 frequencies simultaneously and was
installed in a large van so mobile measurements could be made. The 300 hours of
measurements made over the period of 196 to 1971 resulted in estimates of man-made noise
for various areas(25). The results were also summarized in CCIR Report 258(26).

SMALL PORTABLE SYSTEMS OF THE 1970's

For many years there had been a requirement, especially by the military, for a small
portable system that could measure noise power during surveys. Typical questions
frequently asked were: 'Is site A better than site B?" and *Is the noise getting worse or
better?'. Using instruments that could only measure average, quasipeak and peak voltages
were hopelessly inadequate. For example: In site surveys maybe site A was 3 dB lower than
site 3 for an average voltage measurement. But site A quasipeak measurements were 5 dB
highor than those of site BI A collective sigh of relief was heard when Mattheson and
Beasley(24) modified the small, very portable NM-25T field intensity meter to measure rms
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voltage and Vd (ratio in dB between rnm noise voltage to average noise voltage).
Subsequently, the manufacturer. of NM-25T developed the NM-28T which provided the same
features.

For theme sets, Hagn(28) wrote a detailed handbook to assure standarized methods to
acquire noise data and for making noise surveys. Typically, to measure noise with theme
instruments, 11 measurements 15 seconds apart were taken of VrmX and Vd on a signal free
frequency. From each measurement series, a median value, upper docile, and lower docile
were used in data reduction. Engles and Hagn (29) and Lauber(30) showed in detail how this
instrument could be used for field measurements that previously were nearly impossible. An
a noime measuring system is no better than its antenna, Hagn(31) also provided essential
information on the use and calibration of short whips for use with the NM-26T and similiar
systems. The NM-26T and the modified NM-25T has been used for many surveys by U.S.
Government agencies for mite selection and to investigate noise at existing sites. Most of
these surveys were for internal use. However, many reports showed the man-made noise at a
receiving site to be several dB higher than a quieter location a few kilometers away.
Frequently. noise sources were also located during these surveys. When corrected, the
overall site noise level usually decreased several dB.

SMALL COMPUTERIZED SYSTEM FOR THE 1980's

In the early 'SO's manufacture of the N-26T was discontinued due to difficulties in
procuring components. Maintenence was also difficult due to the lack of sparem. It thus
became essential to develop a new system for field noise measurements. High on the list of
desirables was a system that provided data comparable to that taken with the NM-28T. At
that time small home computers became available that met FCC Class B requirements. Testing
of the Commodore VIC20 computer found that it was relatively interference free, could be
modified to operate off a '2 volt battery and was easily interfaced to external devices.
The cassette system for the VIC20 was also found to be very reliable. The low power
ADCOS20 analog-to-digital half flash convertor could be easily interfaced with the VIC20
and to the log video output of available receivers. The measurement system that resulted
is shown in figure 2. Calibration of the system was done using a noise generator. This
eliminated any non-linearities in the receiver log video detector which had about a 75 dB
dynamic range. In initial testing low-level noise from the computer could be aurally heard
at the receiver output. The RF filters shown in figure 2 eliminated most of this. System
noise still infrequently occurred above 15 MHz but could be easily aurally identified and
eliminated by a slight change in frequency.

Two types of software were developed. For both, a short machine code was used for
acquiring and storing counts versus level. To minimize memory space required for data
storage only 15 levels were used. The 4 bit output from the analog digital convertor was
used to specify a memory area to increment each time a reference level was exceeded. One
million samples required approximately 22 seconds. The first software system was designed
to maximize the number of measurements that could be made in a period of time. Thus, it
only acquired data and stored data to tape for later analysis. The second software system
after acquiring data, immediately computed Vram, Vavg and Vd using appropriate correction
factors. All data could then be stored and a another measurement made. Both systems, prior
to making a measurement, would take a 10 second sample and graphically display an
approximate APD on the screen. This would not show higher noise levels occurring
infrequently, but it provided valuable information for the operator to set attenuators so
that the most useful dynamic range was achieved. If attenuators were changed this sample
could be repeated. A measurement would then be made. Normally 6 million samples (132 sec)
were taken as a measurement. This required approximately the same time as used for making
measurements with the NM-26T (150 sec for 11 measurements). Some comparison tests were
made with an NM-28T. For 60 simultaneous measurements at two frequencies in an area with
moderate power line noise, 92% were within 3 dB and ^3% were within I dB.

The NM-17/27 field intensity motor used for measurements has one desirable feature
(besides the essential log video detector and internal calibration). There is a second IF
with a beat frequency oscillator. For a noise measurement on a hopefully signal free
channel, this provides a very sensitive aural detector of CW and RTTY signals that
otherwise could not be detected. For all measurements, this has been used to aurally
monitor the frequency during a measurement. If, during a measurement, a signal is heard.
the measurement can be immediately stopped. The percentage of the measurement done is then
displayed. Options then available are to start a new measurement, continue the measurement
or store data taken.

Figures 3 to 0 show typical results achieved. The measurements (1400) were taken at 2
sites on the East Coast of the United States in the spring of 1983. The separation between
the two sites was approximately 80 miles (128 kilometers). This was the first time this
system was used and for testing purposes, measurements were made in 5 time blocks. Both
sites were essentially rural with 4kV power lines within several hundred feet. During most
of the measurements, low level power line noise was identified. In one area, the noise
generating sources on the power lines were located using an ultra-sonic detector. For all
measurements a nine-foot antenna was used at ground level with eight 25' radials. During
the surveys, serious lightning storms occurred 100 to 200 miles west of the measurement
areas in the late afternoon almost very day. The increase shown on figures 3, 4, and 5 in
the afternoon is attributed to these storam. Interestingly there was no increase at 16 MHz
or at two higher frequencies (20 and 24 MHz). The atmospheric noise levels shown on
figures 3 to 6 are based upon Spaulding and Washburn(32). For time blocks and frequencies
(3,6 MHz) when atmospheric noise was substantially greater than man-made noise the mean
noise level was close to predicted atmospheric noise levels. When atmospheric noise levels
were low, the man-made noise levels were usually close to that estimated in reference(2)
for rural areas.
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Figure 7 is based on five days of measurements at another military base to select &
site for a small H station. Area A was immediately adjacent to a building with several
4kV power lines nearby. Area 3 was in the same general area but about 300 feet from the
nearest power line. both A and B were in residential areas but with a building density
less then that defined in reference(25). Areas C and D were In a remote area but again
with 4kV lines in the general area. Area C was near & vacant building with a power line to
it. Area D was 200 feet from the building. The separation was not too effective in
reducing noise levels except at 18 and 24 MHz. Area R was again In & remote area but with
a buried power line to the site. Except at 3 MHz. this was the quietest area. At all aream
again, low level power line noise was identified. All measurements were made between 0730
and 1300 local time.

The measurement antenna was a nine-foot whip mounted on the roof of a Dodge van. The
antenna coupler was on an 18 inch by 18 inch aluminum plate with auction cups for
attachment to the van roof. Grounding of the plate was accomplished with 4 wires, no
longer than necessary, to bumpers at each corner of the van. The increase in noise at 24
MHz compared to 18 MHz for all aream was noted and later investigated. A ground plane of
wire mesh 4 feet by 6 feet was laid on top of the van. When the aluminum plate was
grounded to thin, readings at 24 MHz (near quarter-wavelength resonance) dropped 5 dB. The
change at other frequencies was less than 0.5 dB. This shown that a proper antenna
installation is critical.

Two systems identical to this were constructed by another government agency and used
for measurements at HF receiving facilities. At one important facility near a major city,
measured man-made noise levels were found to be 6 dB higher at 3 MHz and 4 dB higher at 30
MHz than estimated for business areas. The linear regression line for all measurements
between 3 and 30 MHz was 8 dB higher at 3 MHz and 3 dB higher at 30 MHz than for the
estimated business regression line. An meanurements had been in all time blocks during the
winter season, comparisons were also made with CCIR 322 predictions. For all time blocks
and frequencies (3-30 MHz). the man-made noise level was greater than predicted
atmospheric noise.

Since the system above was developed, a limted investigation and some software
development has been done to use a small laptop computer. This would have the advantage of
being smaller, would require lean power, could internally store data for over 100
measurements and require fewer interconnections.

CONCLUSION

When describing measurements being made in 1923, Down, Englund and Friim(6) wrote,
'To bring the engineering aspecta of the whole subject more clearly into view let us
consider the information which would need to be available to enable a a radio engineer to
predict with certainty the cost of obtaining a given grade of service from a large and
important radio project. This needed information may be itemized am follows:
1. A statement of the grade of service desired.
2. The relation between the cost of various sizes of transmitting apparatus and their
power outputs into the antenna.
3. The relation between cost and radiation efficiency for various sizes and types of
transmitting antenna.
4. Statistical data on the ether transmission efficiency from the transmitting station
site to the receiving station site.
5. Statistical data on the absolute volume of radio noise at the receiving station site.
a. The relation between the cost and noise reducing capabilities of various receiving
antenna and apparatus.

Radio engineering will have become pretty well standardized when a project may be
eatimated with all this information in hand. However, the respects in which the present
knowledge fails to meet the list are an indication of the lines along which progress is
needed. It is interesting to note that in all but the first two of these items
experimental measurements of radio field strengths and of radio noise would be basically
useful in getting the desired information in quantitive form.* @ 1923 IRE (now IEEE)

The information needed for radio engineering an specified by Bown, Englund and Friis
is am valid today am in 1923. Progress since then has been continous and substantial in
the areas of receivers, transmitters, antennas, propagation techniques and signal
processing. The development of radio noise measuring systems for over seventy years shows
the continuing need for noise data. The large international effort to measure atmospheric
noise resulted in predictions (recently improved by Spaulding and Washburn(32)) that are
widely accepted and used. For man-made noise the measurements used for estimates are now
over sixteen years old. Since those measurements were made, noise from silicon controlled
rectifiers, computer systems, and other now devices that were not in general use sixteen
years ago have all been reported. Their impact on noise in various areas is unknown but
may be substantial. For military HF systems, the noise environment is usually unknown. As
a result man-made noise estimates for business areas are frequently used for engineering.
But, as shown, noise may be several dB higher at some facilities. For military systems,
equipment is usually specified to standards controlling the noise generated. But the
results of subsequent maintenance is unknown. In one measurement situation, all of the
several power generators available caused interference. The noise would have seriously
impacted radio communications in the area.

Spaulding's excellent report(33) in 1978 on man-made noise considered in detail the
problems Just outlined and provided recommendations for needed progress. Accurate noise
measurements are necessary and methods to achieve this was discussed. The small portable
system described in this paper is essentially the same as the software APD method in
Spaulding's report. Athough simple, it has boon invaluable for field noise surveys.
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L. @ 1916 IRE (NOW IEEE)I:

"The adjustment for greatest sensitiveness requires special skill on the part of
the operator. Quantitative readings taken by untrained men will give considerably
lower sensitiveness."

FIGURE 1. EARLY (1916) MEASURING SET
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SIGNAL NOISE/INTERFERER COMBINER UNIT PROGRAMMABLE (SINCUP)

By Mr. Emilio Martinez De Pison
NAVOCEANSYSCEN, Code 832
271 Catalina Boulevard

San Diego, California 92152-5000

ABSTRACT

The Signal Noise Interferer Combiner Unit Programmable (SINCUP) has been developed
to facilitate laboratory performance testing of Very Low Frequency (VLF)/Low Frequency
(LF) receivers. To accomplish this, the unit allows the combining in controlled amounts
of various real-world environmental and manmade interference with an information
carrying signal. The externally modulated signal is combined with internally/externally
generated Gaussian noise and/or with an internally/externally generated interferer. In
order to test modern digital processing techniques, such as Adaptive Null Steering,
Eigenvector Sorting, and Widrow-Hoff adaptive filters, SINCUP is capable of generating
and meeting much higher signal-to-noise plus interference ratios than earlier channel
simulators. The present software has been written to accommodate a dynamic signal-to-
noise ratio (SNR) range from -60 to +60 db. Higher dynamic range units could be
implemented.

BACKGROUND

SINCUP has been designed to test both analog and digital VLF/LF receivers. Long-
range military communication channels are prone to noise perturbations, which can cause
errors in received messages. The error rates are a function of signal-to-noise plus
interference ratio and therefore extensive laboratory simulations are usually necessary
to establish receiver performance as a function of this ratio. SINCUP provides a
flexible test tool designed to support testing of VLF/LF receivers operating in the
frequency range from 10 to 60 kHz and could be extended to 160 kHz with minor hardware
modifications.

SINCUP was developed to replace earlier channel simulators which cannot function
with today's advanced signal processing techniques that require testing formats of
VLF/LF receivers at extremely low SNR's. SINCUP will also circumvent certain
functionality problems that had become manifest, such as ground loop problems which
arose while testing signal levels in the microvolt range. These problems are caused by
the physical separation of various parts of the system under test using different ground
points in a laboratory area where several other systems are under test.

A typical test configuration involves a signal source (usually transmitting a test
messaqe), noise and interferer sources, a true-root-mean-square (TRMS) meter to measure
signal-to-noise interferer levels, the receiver under noise stress, and other monitoring
equipment (such as bit or character error counters). A typical test setup using SINCUP
is shown in figure 1. It consists of a communication signal source, a channel
simulator, and the receiver under test. SINCUP is the central hardware component used
to simulate the channel. The internally provided SINCUP capabilities that generate
interference and Gaussian noise can be supplemented or supplanted through use of an
external interferer source and/or an external Gaussian noise generator. The
programmable features of SINCUP automate testing and provide repeatability of test
results.

The communication signal source consists of a message source, such as a tape loop
on a transmit distributor, connected to the input of a transmit modem. A message is
then processed in one of several ways by the transmit modem;for example, it could be
encoded to provide error detection and correction, encrypted, or multiplexed with other
inputs. The resulting binary sequence is then converted to an analog signal through one
of several modulation techniques, such as Frequency Shift Keying (FSK) or Minimum Shift
Keying (MSK). The modulated signal is then amplified and broadcast.

The broadcast signal is normally propagated through the atmosphere and received
along with other VLF/LF signals (manmade interferers) by the receiver. In the case of a
laboratory measurement, the channel can be simulated by attenuating the communication
signal to account for propagation losses of the signal and by a linear combining network
to add to the communication signal both interference and environmental noise. In the
operational environment, interference and noise levels range widely relative to the
communication signal levels. Thus, in order to characterize receiver performance,
simulations must reproduce a wide variety of conditions. Multiple channel effects, such
as sea state effects, must be imposed by other techniques not represented in figure 1.

In order to characterize the channel as simulated through the addition of
interference and noise, each of the noise and signal sources are monitored prior to the
receive modem in a known and calibrated bandwidth to determine signal-to-noise and
signal-to-interference levels. SINCUP allows the user to select signal, interference,
and noise levels and exercise the receiver at these levels for selected periods of time.
If a preformatted test message is used, it is easy to count the character errors that
have occurred for the given signal-to-interference plus noise level, and thus obtain a
point on the receiver operating curve (character error rate (CER) vs. SNR curve). After
the completion of a series of tests at different signal-to-interference plus noise
levels, it is easy to construct a waterfall, or CER vs. SNR performance curve for the
receiver.
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Figure 1. Receiver Test Setup with SINCUP

DESCRIPTION

SINCUP is an automated standalone test support tool conceived, designed, built and
tested at NAVOCEANSYSCEN. SINCUP converts tine-varying voltage values of analog signal
and noise components to TRMS values so that appropriate measurable components can be
attained for SNR computations. The TRMS values are digitized and processed in fixed-
point binary format so that they are represented accurately.

A functional block diagram of SINCUP is shown in figure 2. Subsequent paragraphs
describe the various SINCUP components.

The SINCUP's circuitry and related hardware mount in a 17" x .2" x 20" rack-
mountable chassis. In order to minimize alternating current induced noise, a direct
current (DC) powered fan is used for cooling. Also, contrary to the wide use of
switching power supplies in today's state-of-the-art designs, it was decided to use
linear power supplies due to their low noise characteristics (despite their considerably
larger sizes). The multi-output linear power supply rack mountable is separately
mounted beneath SINCUP's chassis to minimize self-noise.

SINCUP's controlling and processing power is provided over a STD Bus system. A
front panel mounted Microterminal with an ASCII format keyboard and a 16-character
light-emitting diode (LED) display provides the man-machine interface for SINCUP, while
dual RS-232 I/O ports provide data and computer interfaces. The computer interface
allows SINCUP to be controlled by an externally connected IBM-compatible PC XT/AT. The
PC's processing and displaying power relieves SINCUP of generating system functions
(which are not presently implemented) such as providing error counts, printouts, and
most importantly, the ability to automate test scenarios with display presentations.

DIGITAL CONTROL

See figures 2 and 3.

The SINCUP's control and processing power is generated by the built-in STD Bus
system consisting of six (6) STD BUS boards. The central processing unit (CPU) board
has 22 Kbytes of programmable read-only memory (EPROM) for program code and 2 Kbytes of
random access memory (RAN) to store program variables and provide input/output (I/O)
buffers.

The man-machine interface between the CPU and either the microterminal or the
external PC is achieved by one Dual Channel RS-232 SYNC/ASYNC Communications board.
Each of three Parallel Output Boards are capable of driving six buffered ports for
command-word outputs to the Signal, Noise and Interferer Attenuators, to the Frequency
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Synthesizer (interferer source), to the Dual Channel Programmable Buffer Amplifier (PBA)
and to the various remotely located radio frequency (RF) relays.

The last STD BUS board provides six buffered parallel input ports used to recover
the digitized data from the digital panel and the frequency meter.

SIGNAL CONDITIONING

See figures 4, 5, and 6.

SINCUP's remaining PC boards are non STD BUS type: there are three commercially
acquired ones--"Gaussian Noise Source", "Frequency Synthesizer" (interferer source), and
the "Sine Wave Converter" board, which converts the Frequency Synthesizer transistor-to-
transistor logic (TTL) square wave output to a sine wave.

Additionally, there are three in-house designed PC boards:

(1) The "Programmable TRMS Signal Conditioner", which for the purpose of accuracy
while converting to TRMS DC equivalent, preamplifies the selected signal or noise
component prior to establishing a given SNR, converts this analog signal to a TRMS DC
equivalent, and then attenuates this resultant DC signal to accommodate the DPM (digital
panel meter/analog-to-digital converter) full scale range of 200 my DC;

(2) the "Programmable Buffer Amplifier", which conditions the noise or interferer's
sources in amplitude and line driving capabilities; and

(3) the "Isolation Systems Control" board, on which complete logic control and CPU
interrupting capabilities are provided for the DPM and for the FREQUENCY METER (internal
interferer's frequency display/interferer's analog-to-digital converter). Additionally,
RF relay drivers, a 75 kHz low pass filter to produce band-limited Gaussian noise, and
three isolation transformers are mounted on this board. The transformers ground isolate
the external signal, noise, and interferer sources from SINCUP.

NOISE CHANNEL SIGNAL CO'.'iiUoNINC YOR NOISE POWER
BANDWIL2H CALCULATION

It is important to mertion that the 75 kHz Butterworth low pass filter was a
logical design choice. SiNCUP needed a precisely defined frequency of 75 klz, along
with a filter providing constant amplitude in the pass band and sharp roll-off at the 3
db points. Such filter characterstics wiuld allow operator-aided determinations of
Noise Power Bandwidth by empirical means. Then adequate calibration Gaussian noise "K"
factors could be obtained for use during SNR computations (see Signal Handling
Computations to follow). SINCUP should also be capable of upgrades which allow the
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Figure 4. Signal Conditioners
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frequency capability of around 160 kcHz, even though present receivers under test have a
10 to 60 kHz frequency range.

By definition the Noise Power Bandwidth (NPB) of a transmission function is defined
as the width of an ideal bandpass filter expressed in Hertz which has an absolute value
of the transmittance Y(f) in its passband equal to the maximum absolute value Yo of the
transmittance function of a non ideal filter:

2
NPB = 1 IY(f) I dt

2
No

0

Alternatively, the NPB is the filter bandwidth which delivers the sane output noise
power when driven by the sane amount of white noise power under similar input and output
terminations.

The corresponding SINCtJP's NPB was obtained empirically by using standard
laboratory methods: passing a signal with constant input amplitude through the transfer
function in question (noise channel) and reading the corresponding TRMS output voltage
magnitude at various selected frequency points of interest (10 Hz up to that frequency
fat which the maximum output voltage magnitude squared has decreased by 50 db). Then
"k" factors (as shown below) can be obtained by the relationship K = 101og[NPB]/MR,
where MR stands for modulation rate.

m • I , I I l Hi i niC 
B m

l l
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PROGRAMMABLE BUFFER AMPLIFIER PC BOARD

See figure 6

The Programmable Buffer Amplifier (PBA) consists of two identically designed PBAs;
one amplifies the Gaussian noise and the other amplifies the interferer signal. The
programmable features are possible due to a dual eight-bit digital-analog-converter
(DAC), such as the model AD 7528, which is manufactured by Analog Devices. The
equivalent resistance of each DAC from input to output is used to provide the input and
feedback resistors in a standard inverting operation amplifier.

By loading the DAC by program control with suitable codes, programmable gain or
attenuation over the range of -48 to 48 db is possible governed by the following
relationship:

Vout = (Na/Nb)*Vin (1)

where 1 < Na < 255
1 < Nb < 255

where Na > Nb provides gain and Na < Nb provides attp- tation. Na or Nb is an eight-bit
word transferred into either of the two DACs' data latches via a common eight-bit port.
Control input DAC/A or DAC/B with /WR determine which DAC is to be loaded.

Superior resistor matching and tracking performance is achieved with the dual DAC
since both DACs are built in the same chip and therefore have similar properties because
of common laser-trimmed fabrication characteristics. A two-stage preamplifier is used
to assure optimum gain characteristics across the frequency band of interest. During
measurement of a given summing point signal, the PBA is slaved to the digital processor
whenever gain or attenuation values have been programmed. Additionally, these
amplifiers provide the PBA with current driving capabilities to drive the 50 ohms input
impedance offered by the noise and interferer programmable attenuators.

TRMS SIGNAL CONDITIONER PC BOARD

See figure 5.

The signal conditioner consists of four main building blocks: a TRMS preamplifier,
a TRMS converter, a voltage divider, and a digital panel meter (DPM).

The TRMS converter is a model 442L manufactured by Analog Devices. This converter
is a high performance true-RMS-to-DC converter, which provides conversion accurdcies of
+/-2 my for input signals of up to 175 kHz with levels between 0 to 2 volt RMS. The
model 442L provides one volt DC output for one volt TRMS input. It is this DC output
that the voltage divider divides by five to accommodate the DPM maximum full scale range
of 200 my. See figure 5.

The DPM is basically an analog-to-digital converter with a visual readout. The DPM
samples the input voltage periodically, converts that voltage to digital outputs, and
displays the corresponding reading visually. The DPMs output consists of three binary
coded decimal (BCD) bits plus an out-of-range overflow bit (a logical "1" indicates over
100 my being converted and read). In addition, the DPM's output consists of: a polarity
bit, a data ready bit to inform the digital processor that conversion of data has
occurred, and the overload bit, which informs the digital processor that >199.9 my is
being processed. A LED display flashes "o"s to warn the user of an overload condition.

Note, built-in diagnostic software tests the DPM measuring and digitizing accuracy
by commanding a multiplexer to switch in a calibrating reference voltage provided by a
INTERSIL model ICL8069. This diagnostic applies a stable 110 my DC vol-age to the input

of the DPM to establish its accuracy prior to use of SINCUP for performance testing for
a given signal-to-noise ratio (SNR).

SYSTEMS CONTROL AND ISOLATION PC BOARD

The Systems Control and Isolation board provides a mounting platform for various

components, such as:

a) the signal, noise and interferer RF relay drivers

b) the 75 kHz low pass filter used to band limit Gaussian noise

c) the signal, noise, and interferer isolation transformers. This board provides
the hand-shaking necessary to interface the DPM and Frequency Meter with the digital
processor. It controls data and interrupt exchanges during the analog-to-digital
conversions of these meters as follows.

The main program initiates a conversion by sending the appropriate command word to
a systems control and isolation board. To enable the DPM for conversion, a logical
"one" must set a flip-flop on "high one" simultaneously with the arrival of a strobe
pulse. This provides a signal which enables conversion and which triggers the DPM to
start conversion. See figure 5. Once the DPM completes conversion, it raises its STATUS
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BIT to a "high one", which in turn triggers a flip-flop so that it outputs a logical
"one" causing a one shot to pulse shape a conversion complete STATUS signal from the
DPM. Similarly, when the FREQ METER requires interferer data to be digitized so that
the processor can digitally perform frequency measurement, the program must send the
appropriate word-command-bit to set a logical "one" so that the digital processor can be
interrupted. In so doing the processor initiates the reading of the FREQ METER
digitized data. This is accomplished by comparing two consecutive frequency samples
until they match, which indicates that the desired analog-to-digital conversion has
taken place.

MANUAL/EXTERNAL FEATURES

The user has the option to recall a DIAGNOSTIC program named MANUAL by pressing the
PFK "MANUAL" whenever the microterminal shows "READY" on its display and then, for the
purpose of calibrating and servicing SINCUP when required, the summing point has been
made accessible to external devices, such as a TRMS voltmeter, selective voltmeter/wave
analyzer, oscilloscope or spectrum analyzer--via a BNC connector labeled COMBINE SIGNAL
MONITOR.

A common application is that of checking out what particular functions the stored
program has implemented upon request for a given SNR or signal-to-interference ratio

(SIR) vs. that which is measurable via "COMBINE SIGNAL MONITOR". After a given test
scenario has been programmably implemented, the user can access the manual mode by
entering "ENTER" on the microterminal. Then, he enters MANUAL, to which the program
asks "ENTER PORT ADDRESS"; the operator enters that corresponding command word address
that controls ON/OFF of the desired function. The program then requests the control
data bit that will turn on or off that particular function. An example would be to
monitor the corresponding signal and noise being supplied to the summing point to
achieve a specific SNR. Assuming a TRMS meter is connected to monitor the summing
point, the user, via MANUAL, can maintain a dialogue with SINCUP such that the
programmable noise relay can be turned off and the signal relay turned on, so that the
corresponding signal magnitude (requested by the programmable implementation of the
desired SNR) can be manually measured. The same approach is followed to determine the
noise level. Once these magnitudes are available, methods described below can be used
to ascertain that SINCUP provides the desired SNR within +/-0.1 db.

Two other DIAGNOSTICS are available. One diagnostic is initiated through "ATTEST"
and allows an operator to verify correct performance of the attenuators. The other
diagnostic initiated by "DISPLAY STATUS" displays information on the SINCUP
configuration.

SIGNAL HANDLING AND COMPUTATION

Figure 7 summarizes the hardware components and mathematical factors involved in
the process relating a voltage measurement at the summing point to a computational
process by the computer software.

SINCUP software calculates SNRs using the following formula:

SNR (in dB and referred to a bandwidth equal to 1/(signaling interval) = 201og(ext
signal)/noise + K (db) with

K - 101og (NPB/MOD RATE) where

NPB is the SINCUP's Noise Power Bandwidth (or Equivalent Noise Bandwidth)

MOD RATE is the communications signal modulation rate, or l/(signaling interval)

Note that "K" accounts for bandwidth differences between SINCUP and the receiver's
intermediate frequency section. SINCUP has approximately 70 kHz of bandwidth and the
receiver has a bandwidth of 200, 400, or 1000 Hz, approximately l/(signaling interval).
Had SINCUP been equipped with the same bandwidth as that of the receiver, measurement of
its noise component would have become impractical due to variability of Gaussian noise
and the inability of most TRMS meters to provide accurate readings under such
conditions.

If an externally modulated signal is to be measured and conditioned to provide a
desired SNR, the following software/hardware interactions occur:

1. To provide the signal at the summing point, where the mixing of the three
signals occurs and at which each signal, individually, is measured by the Signal
Conditioner.

A DAICO SWITCH model 100-C0878-12 is turned on by the remotely controlled digital
word sent from the digital processor and via the parallel output STD BUS board to a
Texas Instrument relay driver model 75468. Then, a Wavetek programmable signal
attenuator model P127BB12-TTL is sent a digital control word that attenuates an input
signal (provided that the signal level is not less than 50 or higher than 75 mv (TRMS))
sufficiently to allow this modulated signal to activate and initialize the intended
Receiver System. Also, a Wavetek programmable combined signal output attenuator model
P63BB12-TTL is commanded to let sufficient signal out of the summing point to the
Receiver System under test.
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2. Measurement and computation of a given signal is initialized by the program
setting the corresponding attenuator to provide the desired SNR and the corresponding
switching relay to its turned on state. The signal magnitude is measured by passing it
into the combining network, the Signal Conditioner, the STD BUS parallel input board,
and the digital processor, where all the measurement controlling algorithms reside. The
formula, SNR db = 20log(Vin/Vmeas), is used to determine the input signal level Vin (at
the front end of SINCUP) in terms of the measured voltage value, Vmeas, or at a 0 dB
setting of the attenuator in question from which the desired signal attenuation
(Vin/Vout) can be attained.

The variable terms "SNR" and the ratio S/N in the formula above are software
manipulated to establish a given SNR. To accomplish this the signal conditioner
measures the modulated signal value S and the Gaussian noise level N at the summing
point. The computer program then sets and measures the largest of the components to be
used in the SNR computation. Assume the Gaussian noise (N) has been programmed by the
Noise Programmable Buffer Amplifier to supply 200 mv (TRMS) to the combining network.
Then the program commands the appropriate circuitry for measurement as follows: in order
to provide the TRMS converter with 1000 my of input signal for optimum conversion, the
pre-amplifier is sent a combined gain command of FIVE, so that the 200 mv appearing at
its input and out of the summing point becomes amplified to 1000 my. The program stores
this gain command for future computations. The TRMS converter output (1000 mv DC) is
attenuated by the resistor voltage divider and the resultant 200 mv DC is fed to the DPM
input. Next, the DPM is commanded by the digital processor to convert this dc sianal
into digital data, by sending an enable conversion bit. This bit is stored momentarily
in a flip-flop and starts analog-to-digital conversion in the DPM. The DPM generates a
status bit once conversion is completed. This status bit must be pulse shaped by a one-
shot before being sent to the digital processor. The end result is an interrupt (15
microseconds long) pulse sent to the digital processor to indicate that digital data
awaits recovery. At this point, the program reads the digital data and computes the
corresponding signal at the summing point. The magnitude of the noise signal to be
mixed with other signals at the summing point is calculated as follows (see figure 7):

SPV = DDa*5/G where

SPY = summing point value

DDa = absolute DPM digitized reading
(instantaneous reading - DDi)

G = preamplifier gain.

5 = TRMS DC output attenuation factor to accommodate DPM full scale range

DDi = initial DPM DC offset voltage read under initial program control prior to
all SNR measurements.
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The magnitude of the signal at the summing point is calculated as follows: S =
N*l0**(SNR-K)/20, where N and SNR are known and K is a constant. This formula
determines S in a computational sense; however, it is necessary to describe how the
value of S is obtained in a hardware sense. Since Vin and S are known, the attenuation
(A) in dB needed to reduce Vin to S is given by A (db) = 20 log(Vin/S). The quantity
(A) is then in succession converted from decibel to linear and from linear to an eight-
bit binary word. The eight-bit binary word controls the attenuator.

OPERATION

As shown in figure 2, the user interfaces with the SINCUP program through either
the Microterminal or an IBM-compatible PC. The program is initialized at power-up time
or by use of the "RESET" key of the Microterminal keyboard. Once initialized, a built-
in diagnostics computer program automatically tests the hardware and performs self-
calibration of its principal analog circuits. These circuits include the programmable
amplifier and the digital panel voltage meter's initial DC offset voltages; the testing
of the CPU instruction recognition; the testing of the CPU's built in RAM and Read-Only
Memory (ROM); the testing of the DPM, FREQ. METER, and the internal FREQ. SYNTHESIZER's
input and output hardware/software. Failure of any of the tests is displayed on the
display with an error number. After passing the tests, a "READY" message on the
Microterminal's display prompts the user to enter SNR values.

Up to three signal components (external modulated signal, internal or external
Gaussian noise and an internal or external interferer of 10 to 60 kHz specified to
within I Hz) can be combined linearly in ratios specified by the user.

Programmable function keys (PFK) are used to enter a selected SNR in dB, namely
SIGNAL, EXT, and ENTER. The EXT SIG LED then lights and a READY message is displayed,
which prompts the user to continue. The user then presses NOISE, IN., and ENTER.
Again, the noise LED lights and a READY message reappears to acknowledge his selection.
Next, the user presses COMBINE and ENTER and the user is prompted by "ENTER MODULATION
RATE" to enter a two, three, or four digit number. The program then prompts the user
with the message "ENTER SNR" to enter a number between -60 and +60 specified to within
0.1. SINCUP then verifies that the resulting signal components are within acceptable
limits; if not, a message is displayed indicating that the amplitude of the signal is
too high or too low. The user can then take corrective action, such as increasing or
decreasing the SIGNAL EXTERNAL amplitude. Finally, after all requested parameters have
been appropriately answered, the user is prompted to enter the desired combined signal
output level that is to be output to the receiver under test (expressed in dB). The
latter facilitates computing the attenuation value to be sent to the output attenuator
relative to a maximum value of 10 millivolts. The output level can be changed by the
user at any time during regular testing by pressing PFK CHANGE OUTPUT and entering a new
value.

SUMMARY

Ground loops are virtually eliminated by SINCUP by built-in Gaussian noise and
interference sources and by the specially designed "TRMS" meter. Electromagnetic
interference (EMI) is further reduced through the use of linear DC power supplies.
Because of the low resulting noise floor, SINCUP provides the capability to run tests
over a large range of accurately generated SNR values.

SINCUP automates VLF/LF testing by expediting pre-testing scenario preparation by
performing self-calibration, conducting hardware tests, and supporting operator
selection of SNRs for testing. It supports unmanned computer-based closed-loop test
scenario implementations providing high accuracy error counting and supports the
generation of graphic summaries of performance data.
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SUMMARY

The real-world noise environment is almost never white Gaussian in character, yet receiving systems
in general use are those that are optimum for white Gaussian noise (e.g., linear matched filter or cor-
relation detectors), and, consequently highly suboptimum in the actual interference environment. It is
well known that Gaussian noise is the "worst" kind of noise in terms of minimizing channel capacity or
in its information destroying ability. This means that substantial improvement in system performance or
signal detectability can be achieved if the actual statistical characteristics of the interference are
properl) taken into account. Early attempts to take account of the noise character involved ad hoc
methods of trying to make the noise look "more Gaussian" and therefore better match the given (Gaussian)
receiver. These attempts were usually not particularly successful and only recently (in the past 10
years or so) have detectors been designed based on the actuil interference.

This paper starts with a summary of the two basic types of noise processes that confront us: "nar-
rowband" processes composed of various collections of narrowband intentionally radiated signals, coher-
ent pulse trains, various kinds of unintentionally radiated manmade noise, etc., all termed Class A; and
"broadband" processes such as atmospheric noise from lightning and various forms of manmade noise such
as automotive ignition noise, etc., termed Class B. After a short summary of these roise processes,
stating only the "models" in current use (and which we use later in the paper), we review the perfor-
mance of "normal" (linear) systems in Class A and Class B noise, not in great detail, but sufficiently
to give a good feel for the diverse performance degradations obtained. Examples of both digital and
analog systems are used. After reviewing the substantial degradation the real-world interference en-
vironment can cause the existing systems, we give results, some quite recent, of the performance of
systems especially designed to take advantage of the actual interference, showing very substantial
peformance improvements. Examples of both techniques currently being pursued, parametric and nonpara-
metric, are used. Overall, the paper is hoped to represent a reasonably self-contained summary.

INTRODUCTION

In this basically review paper, we want to start by specifying the currently used noise and inter-
ference models, and then summarize the performance of example basic modulation systems, both digital and
analog, in the actual interference, as expressed by these models, but also including measured results.

NOISE MODELS

In order to be able to determine the performance of a given communication system in interference or
to determine the optimum receiving system and analyze its performance, a mathematical model for the
random interference process is required. That is, for optimal system studies or for determining the
performance of some of the existing suboptimum systems, more information about the noise process is
required that can generally be obtained by measurement alone. The problem has been to develop a model
that fits all the available measurements, Is physically meaningful when the nature of the noise sources,
their distribution in time and space, propagation, bandwidth, etc. are considered and is directly relat-
able to the physical mechanisms giving rise to the interference. Models that have been developed to
date do not, with a few exceptions, satisfy the above criteria. Models can be categorized into two
basic types: empirical models designed only to fit various measured statistics of the interference, and
models which are designed to represent the entire random interference process itself. Almost all models
that have been developed are for Class B noise (e.g., atmospheric noise) and a complete historical sum-
mary of these models has been given by Spaulding [l, 2]. The main ad hoc models for atmospheric noise
(and some forms of man-made noise) is that given by the CCIR [3, 4]. Figure I shows this CCIR model,
where the parameter V for "voltage deviation" is the dB difference between the envelope average and rms
voltages. Figure I shows the exceedence probability of the received noise envelope. This has become
the customary way of displaying noise data. We are assuming narrowband processes (i.e., expressible by
envelope and phase) with the phase uniformly distributed. Unlike Gaussian noise, the noise character-
istics are a function of receiver bandwidth, and Herman and DeAngelis [5] have given results on the
effects of bandwidth on the received atmospheric noise process. Recent work by Middleton has led to the
development of physical-statistical models for the entire interference process, both Class A and Class B
[6, 7]. These models are physically derived, canonical in nature, and are analytically and computa-
tionally manageable. These models have been used to develop optimum detection algorithms for a wide
range of coemunication situations [8, 9, and 10, for example]. Later in this paper, when we give
examples of the peformance of these optimum systems obtained by simulation, we need to use simplified
versions of the Middleton models. For our received interference process Z(t), the probability density
function (pdf) for the received instantaneous amplitude, z, for Class B, is:

•Z A',o (m+ F)12
S-,n1 -- S z S * ()

where IFI is a confluent hypergeometric function. The model has three parameters: a, A , and Q. The
parmeters a and A aare intimately involved In the physical processes causing the Interference and 9 is
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a normalizing parameter. The corresponding expression for the envelope cumulative distribution (APO)
is:

E / E 2 m  E2
P(E > Eo) -e I -r- = A + ) F,( ; (2)

L0 1 E S

S,,me time ago Hall [11] developed an ad hoc mathematically simple model for atmospheric noise (Class B),
and Middleton has shown [6] that this Class B model -reduces, approximately, for special parameter
values, to expressions of the Hall Type. The Hall model has two parameters, 6 and y, and is given by

Pz(z) (2) 8

and~ ~ ~ ~~ 1 z)-r(i)vr[2 + Y2]6/and

2 e-I

The closest match between the Middlpton model (1) and the Hall model (3) are for the Middleton.para-
meters a - 1, A - 1, and 9 - 4 x 10 with the corresponding Hall parameters 8=2 and y-v2 x 10-'. For
both the Middle'on model (a-I) and the Hall model (6-2) the second moment does not exist, so the nor-
malizing prameters 2 and y are set to match measured data. For 6-4, however, the first 3 moments
exist. We will review results of "optimum" system performance using the Hall model for Class B noise
later.

The only model developed to date for Class A interference (defined above) is the physical-statist-
ical model of Middleton. For Class A narrowband "impulsive" noise:

e-A 
Am -Z

2 /2o 
2

PZz m - e m, (5)

where W 2 1ram

2 m/A + (6)

m r- + T ' 6

and, for the envelope

P(E>E) eA We-Eo/M (7)
m-O

The Class A model has two parameters: A and '. A is termed the overlap index, and as A becomes large
(-10), the noise approaches Gaussian (still narrowband) and F' is the ratio of the energy in the Gaus-
sian portion of the noise to the energy in the non-Gaussian components. Another model that is occa-
sionally proposed is the Gaussian-Gaussian c mixture model, which is given by

Pz(X) - (1 - E)Po(x) + EP1 (X), (8)

where po and P, are both zero mean Gaussian densities, with 0 S E < 1, typically quite small,

and > a0. This (8) corresponds to Middleton's Class A model truncated after only two terms, with
2

A a21 I
E - £ , and -- I + W (9)

00

For actual implementation of detectors, we need to use an approximation to the Class A model (5), but a
simple two term approximation, even when properly normalized, is not sufficiently accurate. The Gaus-
sian-Gaussian c mixture model, in any case, was originally proposed for Class B noise, for which it is
quite inappropriate.

Figures 2 and 3 give an example of measured Class A and B interference, along with the correspond-
ing Middleton Class A and B model. The above summarizes the currently used models, but, of course,
leaves out all details. We next want to review the general characteristics of the performance of stan-
dard systems in the real-world environment, generally using the above models.

STANDARD SYSTEM PERFORMANCE

It has long been recognized that in most communication situations, the additive interference is not
Gaussian in character, even though most existing systems are basically those known to be optimum in
Gaussian noise (when such optimality can be determined, as in the case of simple digital systems).
Correspondingly, there has been substantial effort to determine the performance both by theoretical
calculations, and by measurement, of such systems. For surveys and summaries of early efforts see Fang
and Shimbo [12] and the bibliography by Spaulding et al. [13] which contains some 315 references per-
taining to system performance in impulsive noise. Summaries of more current studies can, perhaps, best
be obtained from the International Union of Radio Science (URSI) Reviews [14], which occur each three
years.

The desired signal can be subjected to additive interference, flat fading, and/or multiplicative
interference which includes various signal distortions such as caused by frequency selective fading.
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For digital signaling, the effect of multiplicative interference is to produce a probability of error,
Pe, threshold; that is, a value of Pe which cannot be lowered by increasing signal power. For example,
see Watterson and Minister [15]. For our examples here we will assume "properly designed' systems so
that the irreducible Pet which is always present, is low enough to be of no concern and we will only
treat additive Interference and flat fading signals.

The early work analyzed digital receivers in impulsive atmospheric noise by following the steps of
the Gaussian analysis but using distributions appropriate for atmospheric noise, generally the CCIR
model (Figure 1). In 1954, Montgomery [16] showed that for any arbitrary additive interference that is
independent from an integration period (bit length) to the next and which has uniformly distributed
phase, the P for binary symmetric NCFSK (noncoherent frequency shift keying) is given by one-half the
probability &hat the noise envelope exceeds the signal envelope. This result is valid for current NCFSK
systems (bandpass filters, discriminator receivers, and match filter, envelope detection receivers), but
the "noise" in the signal-to-noise ratio, SNR, is the noise present in both filters, for example, rather
than the current "textbook" answer where the SNR is defined using only that filter output which contains
the signal (for dual filter systems). This 3 dB "difference" has caused much concern over the years.
The Montgomery result means that the Pe for binary NCFSK can be read directly from the interference
envelope exceedence distribution when these distributions are normalized to their rms level (Figures 1,
2, and 3, for example). For HF systems in general, Conda [17], using [16], has given results for NCFSK
for the entire range of atmospheric noise conditions likely to occur and for a wide range of flat fading
signal conditions. For digital systems and constant signal, white impulsive noise is much more harmful
(causes more errors) than Gaussian noise of the same energy at the higher SNR's (i.e., lower Pe where we
prefer to operate) while Gaussian noise is more harmful for the lower SNR's. Figure 4 illustrates this
for binary NCFSK as an example, but all digital systems behave similarly. On Figure 4, Gaussian noise
(Rayleigh envelope) is given by V -1.049 dB. When the signal is Rayleigh flat fading, Gaussian noise is
more harmful at all SNR's. For adversity reception (used to overcome fading), however, impulsive noise
is again more harmful at higher SNR's. Figure 5 illustrates this general result, again for binary
NCFSK. Note that the nondiversity operation of binary systems with Rayleigh fading signal, performance
for higher SNR's is independent of the noise statistics. That is, the Rayleigh fading statistic domi-
nates. Other flat fading situations do arise for which impulsive noise will cause more errors than
Gaussian noise at some SNR's as illustrated in Figure 6, where the signal is log-normal fading. Also,
for diversity reception, impulsive noise, and Rayleigh fading signal, the degree of statistical depen-
dence between the noise on the different diversity branches has a relatively minor effect on system
performance for low orders of diversity. In addition to the basic Pe given in these examples, grouping
of errors is important, since unlike with white Gaussian noise, the actual interference process is not
independent from bit to bit, causing nonindependent errors. Also, differential systems (differentially
coherent PSK, for example) have intersymbol dependency, even with independent noise. Halton and Spauld-
ing [18] have given results for DCPSK, including the occurrence of various groupings of errors. All of
this simply demonstrates the great suboptimality of standard systems (i.e., those optimum for Gaussian
interference) when used in environments which are substantially different from Gaussian. Additional
examples are included in the simulation results given next.

The situation for analog systems can be quite different from that above for digital systems,
depending on the performance measure used. Figure 7 shows this for a standard AM system in atmospheric
noise (approximately 250 kHz in this case). The performance measure used is word articulation score
which means the understandability of standard word lists by a trained listener panel. Note that impul-
sive noise is less harmful than Gaussian noise in the sense that the understandability can be maintained
at much lower"R's, although the impulsive interference is quite bothersome (perhaps even painful).
Limiting has little effect on Gausslian noise but can be used to further improve analog performance in
impulsive noise as also shown in Figure 7. Additional examples for other analog systems are given in
[29].

The above general performance characteristics in non-Gaussian noise have been known for many years
and are very basic and have all be substantiated many times by measurement. They apply still, however,
to modern systems. Even though the characteristics are (or should be) well known, they are still for-
gotten (or ignored) far too often during current system selection and performance determination activi-
ties.

The above results, all using atmospheric noise, are applicable to all Class B interference types.
The situation with Class A interference is similar but with different performance chracteristics than
Class B, although the general behavior noted above is the same. Figure 8 shows a range of Class A dis-
tributions and Figure 9 shows the corresponding performance (calculated) of a binary coherent phase
shift keying (CPSK) system in this Class A noise. While the Class A model was designed to "fit" collec-
tions of narrowband signals from sources randomly located in space and emitting randomly in time, it is
also appropriate for coherent pulse trains (e.g., radars) and appears to, sometimes at least, be appro-
priate for single interfering signals. Figure 10 shows measured (and in some cases simulated) results
[19] of digital systems being interfered with by other systems, sometimes digital (in one case of the
same type), and sometimes analog. Note that these Pe results have the same shape as the Class A results
of Figure 9. Additional Class A results are also given in the simulation results discussed next.

In the examples above a single number (e.g., P ) is used to specify performance. A "long-term"
average, such as error rate gives a good measure ot-the performance only if we are dealing with com-
pletely stationary interference and signal processes. Since the actual environmental interference and
actual signal processes are not stationary, additional information must be given. This usually takes
the form of a "time availability" giving the percentage of time a given Pep say, will be achieved or
exceeded along with a statistical confidence factor. The time availability accounts for the change from
hour to hour (or some other appropriate time scale) of the interference and signal distributions, while
a statistical confidence factor is required to account for errors of prediction of the noise and signal
distributions, propagation losses, antenna gains, and the like. Details can be obtained from CCIR
Rport 413 [20] and examples of specifing "complete" system performance are given in CCIR Report 322-3
[3].
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As noted above, the real-world interference is almost never white Gaussian in character, yet typi-
cal receiving systems in use are those known to be optimum for Gauss. As we saw, these systems are very
suboptimum in the actual non-Gaussian environments. We also noted that Gaussian noise is the worst kind
of noise, so that very large improvements in the performance of systems can be achieved if the actual
statistical characteristics of the noise and interference are taken into account, and there have been
various significant efforts in the last few years in this area [8 - 11, 21 - 23]. (References [21-23]
are three recent Ph.D. theses from Princeton University, and as such (along with [8, 9]) contain rather
complete sets of additional references.) We want to review the current small signal approach to design-
ing "good" receiving systems, and present some results (theoretical and obtained by simulation) for
Class B and Class A interference examples.

When confronted with real-world noise, the earlier and usual approach was to precede the "Gaussian
receiver" by various ad hoc nonlinearities (e.g., clipper, hole punchers, hardlimiters, etc.) in order
to make the noise look "more Gaussian" to the given receiver. Later, optimum systems were derived using
models of the actual noise (e.g., [8, 11]). These systems are adaptive in nature and usually very diffi-
cult to realize physically. Because of this, the following two assumptions are usually made:

1. The desired signal becomes "sufficiently" small. "Sufficiently small" is defined in
[9, Section A.3-3] and also in Section 6.2.2 of [23].

2. The time-bandwidth product is large, so that a large number, N, of independent samples
from the interfering noise process can be used in the detection decision process. This
large time-bandwidth product requirement assumes only time waveform sampling. Under
appropriate conditions, the required large N can be achieved using joint space-time
sampling [24, 25], thereby reducing the required bandwidth.

When the above two conditions (signal sufficiently small and N+w) are met, then a "locally optimum
detector,' usually termed a "locally optimum Bayes detector" or LOBD can be obtained. Under some rather
strict conditions, these LOBO's are asymptotically optimum detectors (AOD) and approach true optimality
for the non-Gaussian interference processes of concern.

The LOBO detectors are much simpler to construct than the true optimum detector and at a minimum
show how to construct "good" suboptimum detectors. In actual use, however, the desired signal may not
be always "sufficiently small" and N may not be particularly large. What we seek, in practice, is a
detector (by necessity nonlinear), either the LOBD or a good suboptimum detector (perhaps nonpara-
metric), which will perform acceptably well at all signal levels and values of N, approach optimality
for small signal levels, and still be economical to construct and use.

The various techniques for driving the LOBO for various signaling situations are well known and
covered in detail in [8, 9, 21, and 26, for example]. Here we simply review the results (only for bin-
ary CPSK and coherent signal - "pure" detection) in order to indicate where the two assumptions detailed
above come into play, both for deriving the detector structure and for determining its limiting perfor-
mance.

Our problem, for binary CPSK, is to decide optimally between the two hypotheses:

HI  : X(t) - SI(t) + Z(t) 0 S t sT (10)

H2 : X(t) - S2 (t) + Z(t) 0 t T.

In (10) X(t) is our received waveform in detection time T and this waveform contains either the
completely known signal SI(t) plus the noise Z(t) or the completely known, equi-probable, signal S2 plus
Z(t). To obtain our receiver structure we follow the standard procedure of replacing all waveforms by
vectors of N samples from the waveforms (X(t) * X - [xi), etc.,) and forming the likehood ratio A(X):

P(XIH 2 ) PZ (1 - 2) HI
F(1) - - 1(ii

H2

When Z(t) is non-Gaussian, we operate so as to generate independent noise samples, zi, i - 1, N in
time T, so that only first order pdf's are required. We now use the LOBD or threshold operation which we
know becomes asymptotically optimum as our signal S(t) becomes sufficiently small and N... Increasing N
corresponds to increasing the detection time T, since we cannot for any noise process sample more rapid-
ly than the bandwidth and maintain independence. As noted earlier, spatial sampling can sometimes also
be used to increase the effective N.

Using a vector Taylor expansion about the signals, S., j - 1, 2 here, we get

pz(X - S.) - pZ(!) -D S +z(1)N N o2pz(X) (12)

i P s (V i i E E s ji jk(2

- S) - 2  i .1 - 3 i-1 k-i 1 I k ik

In this expansion, for coherent signaling, all signal terms of degree two and higher are
discarded. This is the normal "small signal assumption." In general, simply discarding higher order
terms can lead to receiver structures which are not locally optimum, or in the limit of infinitely large
sample sizes (N'%), are not asymptotically optimmdetection algorithms (AODA's). The proper algorithms
require a correct bias To-afnable from proper treatment of the higher order terms). The problem is,
that without the proper bias, the higher-order terms in the expansion of A(X) can be discarded only when
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the sample size N is small. But N must be made large in order to obtain the required small probabili-
ties of error for weak signals. This, of course, defeats the whole concept of a canonical and compara-
tively simple algorithm. One may as well use A(X) itself, which is optimum for all signal levels.
Sufficient conditions that the LOBO is an AOOA as well as a LOBO (N<-) are given by Middleton and
Spaulding [9] and Weiss and Schwartz £23].

For binary symmetric CPSK, and for independent noise samples (12) leads to

1 - T in PZ(Xi)S2i Hl

A 1) - N d x § 1, (13)
--In pZ(Xi)li H2

which gives the well-known receiver structure shown in Figure 11. In Figure 11, we see that the receiv-
er is the standard memoryless Gaussian (i.e., degenerate matched filter) receiver preceeded by a parti-
cular nonlinearity given by

1(x) - In pZ(x). (14)
X

Note that this is a completely canonical result in that we have not yet specified (in the above deriva-
tion) what pZ(z) is or what the signals, S1(t) S2(t), are except that they are completely known.
Figure 11 is our receiver, which is adaptive in that it must change according to (14) for changing noise
conditions. The receiver takes our received waveform samples x. and uses them as shown to determine our
decision variable 6. The pdf of 6 is almost always impossible ?o obtain, however, unless we can invoke
the Central Limit Theorem.

Although the nonlinearity I(x) does not "Gaussianize" the noise, it does limit the amplitude excur-
sions of the noise. Because of this, it is common to require N to be large (normally N must be rela-
tively large to achieve any kind o" processing gain over normal receivers as will be demonstrated later
via simulation) so that we can a'ply the Central Limit Theorem. This means that we only need to compute
the mean and variance of ' - jr each of the two hypotheses. We start with yi, the output of the non-
linearity for input xi. Su",ose H1 is true, then

- p'(z)

E[yilHl] - -- f PZ(Z - Sli) dz.

and arF pz12 (15)

E[21 H) . p(Z- S11) dz.

In evaluating the above two integrals, the usual approach is to expand the p 7(z- S1 i) and then
discard all terms in Sli of degree 2 and higher. This is the second use o the small signal
assumption. The result is

E[yifH1 ] - - SliL, where (16)

- [pj (z))2

L- pZ(z) dz, and (17)

E[YfIHI] - L. (18)

The parameter L determines (for "small" signal) the processing gain achievable for any pZ(z), including
Gaussian noise (for which L - 1).

Using the above we obtain, for binary symmetric signal with S1(t) - -S2(t) (CPSK),

N 2
EC6IH2 ] - - EC61HI] - 2L Si, andi-i

(19)N

Var[61H 2] - Var[6IHl] - 4 N (LSi - L2S4
I-i

An estimate of performance is then given by

P Prob[6 ( o] 1 I ef E[6]1 (20)

If our two signals are, for example,

S1 (t) -/7 cos (wot), 0 1 t < T

0,MMm m
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and (21)

S 2(t)  - S cos (wot), 0 s t < T

so that S is the signal power, then

E[6] - 2SLN, and (22)

Var[6] - 4SLN - 6S2 L2N. (23)

Since all our noise models are normalized so that the noise power - 1, S is also our signal-to-
noise rati We Rote that SL must be such that the variance is positive. Since L is usually large
(i.e.. -IO - I ), (21) defines, in a sense, the meaning of "small" signal in the above LOBO
analysis. If SL << 1, then (20) becomes approximately

Pe --1/2 erfc (ME72). (24)

For LOBO's, the performance parameter L is a 1, and is equal to I iff the noise is Gaussian.

The above reviews the LOBO approach for the simplest case. Suppose now that we have a LOBO detector
based on the assumption that our interference is 02(z), and the actual interference is p (z). We can
carry out the above analysis using OZ(z) in place of pZ(z) where appropriate to determine t-he effects of
"mismatching" the interference, or we can use this to determine the sensitivity of the LOBO performance
to changing interference. This approach also gives results which can be easily used to evaluate the
small signal performance of any ad hoc2 nonlinearity. The result is that L is replaced by a parameter
Leff, for "L effective," where Leff - I/L2 ,

0

L- ) pj(z)dz, and (25)

f O(z) 2
] M'

L= pZ(Z)dz. (26)
f Lz(z)

If OZ(z) - pZ(z), then L, - L2 - L = Leff-

We can quickly compute the performance of any arbitrary nonlinearity, g(x), used in the detector of
Figure 11. For example, for the hard-limiter, g(x) - 1, if x a 0 and g(x) - -1, if x < 0. We can solve
the resulting expression

d
g(x) = - In 'OZ(X), (27)

to obtain the corresponding OZ(z) to compute Leff via (25) and (26) above. For the hard-limiter case, we
obtain

Leff - 4 Oz(0) (28)

where pZ(z) is the actual interference. Performance is given by (24), with L replaced by Leff, so that
the degradation (in the limit) caused by using the hard limiter is simply the difference between L for
our actual interference (LOBO performance factor) and Leff for the hard limiter (or similarly, for any-
other nonlinearity).

The differential equation in (27) can be solved for any nonlinearity g(x) to determine the noise
pdf for which the given g(x) is the locally optimum nonlinearity. For example, for the above hard
limiter,

PZ(x). e-II (29)

The noise process given by (29) is "LaPlace Noise" and is occasionally used although it is not
particularly representative of actual noise processes encountered in practice. The result as given in
(25) and (27) can be used to determine the robustness of a given detector, based on the LOBO for pT(x),
when the actual interference process is other than pZ(x); e.g., a not particularly good estimate of
pZ(x), OZ(X). An example of this for Middleton's Class A model is given in [27].

For any arbitrary nonlinearity, g(x), for g(x) antisymmetric, the Leff, from (25) and (26) is
, 2

L - 12g(x)P z(x)dx2 (30)

efg (x)DZ(x)dx

Where Leff is maximized by the LOBO nonlinearity, I(x). For the linear receiver g(x) - x, and from
(20), Leff ! 1 for any pdf pZ(x) which means the linear receiver (optimum for Gauss) has the same
limiting performance for all noise processes. The Leff (30) is the standard measure of the power of
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statistical hypothesis tests (in the limit) termed "efficacy" E (28].

In the coherent signal detection (Neyman-Pearson) case, the hypothesis test is

HI :X(t) - Z(t) s t T (31)

H2 :X(t) - Z(t) + St) 0 t < T

where S(t) is our completely known signal. The resulting receiver structure is as in Figure 11, but
with S2 - 0 and S1. - S ,  Also, of course, the threshold is no longer 0, but is a function of the
signal level and th specified false alarm probability. The small signal limiting performance result
corresponding to (24) for S(t) - /2-cos (wot) is:

P Ierfc [erfc_1(2a) - ,4S (32)

where PO is the probability of detection and a is the specified'false alarm probability. The required
threshod, A is obtained from the signal level S and a by:

A - /It erfc-1(2m), (33)

and, as before, L is replaced in (32) and (33) by Leff for suboptimum detectors. It is interesting to

note that for the problem given by (31), the quantity (17) is Fisher's measure of information [30].

In the noncoherent frequency shift (NCFSK) case the hypothesis test is:

H : X(t) - Z(t) + Sl(t,*) 0 s t < T

H 2 :X(t) - Z(t) + S2(t, € 0 s t < T,

where # indicates the unknown phase angle. For the two equiprobable signals:

Sl(t, *) - a-cos(Wit + ),

S2(t, *) -/ -cos(w 2t +

the small signal limiting performance results corresponding to (15) is:

P -1 F NLS1 (36)

The locally optimum receiver for the noncoherent case (34) is the standard quadrature receiver preceded
by the nonlinearity I(x). As an example, Figure 12 shows theoretical results for coherent signal detec-
tion (31), using (32), for a sample Class A distribution.

The above approach of determining and implementing I(x), or a good approximation g(x), is the para-
metric approach. Another approach is the nonparametric approach, that is, attempting to obtain a good
detector that does not depend on the particular noise distribution but which will perform well
(hopefully, near optimum) for a range of noise distributions of concern. There has been substantial
effort in this area as recently summarized by Kassam and Poor [31]. In order to compare the limiting
performance of nonparametric detection with each other and with parametric detectors, the efficacy cor-
responding to (30), but for nonparametric detection must be determined. Nonparametric detectors, except
for the hard limiter, have to have "g(x)" to use in (30).

For any detector, D, the efficacy, ED, for the test (31), is given by [28]

ED - lim Nar[ ]  (37)

where EN [6] and VarN [6] are the expectation under H2  and the variance under H1  of the test

statistig 6. The aboe concept of efficacy requires that a number of regularity conditions be met. The
definition (37) leads to Lff (30) for parametric detectors. For example, Gibson and Melsa [28] give a
lengthy derivation, using 37) of the result (28) for the hard limiter (sign detector). Comparison of
two detectors, I and 2, is almost always given by the asymptotic relative efficiency ARE, where

ARE, 2 - -D--• (38)
1,

The ARE is a limiting result and can be very misleading for actual systems. What is required is the
"relative efficiency," which is almost always impossi le to obtain analytically or even estimate. As
noted earlier, ED for the hard limiter is given by 4pz(O) and for the linear receiver, ED - 1 for all

Pz(z).

The sign detector bases its decision on the likelihood that if a positive signal is received we
will have more positive values than negative values in our sample vector {xi,i - 1, N). Information
that is not used is the likelihood that these positive values will be larger than the negative values.
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The amplitude data that are discarded by the sign detector are utilized by dete,-tors that process both
polarity and rank information. Rank detectors are based on rank statistics or order statistics. Non-
parametric detectors other than the sign detector are rdnk detectors. The individual observations xi of
the input process are stored until all N samples have been taken, and the observations are then ranked
in order of increasing absolute value

Ix (I1l <c Ix (2 )1 < . x (n) l , (39 )

where we use fxfil) to denote the order statistics for {x}, i.e., the xi's rearranged according to
(39). For the 'pr~oblem (31), detectors which use this rank information have test statistics of the
general form

N
6 - f(Ri) u (xi). (40)

i-1

where Ri is the rank of the ith observation, f(Ri) is some function of these ranks, and u(xi) is the
unit step function. Of course, for the binary symmetric case we have

N
6 - . f(Ri)sgn(xi). (41)

i-i

As before, for (40), for coherent signals, 6 is compared to a threshold A which is a function of the
signal level and the false alarm probability a and for (41), for coherent binary symmetric signals, 6 is
compared to zero. Two possible nonparametric detectors that should have better performance are the
Wilcoxon detection for which

and the Sperman Rho detector for which f(Ri) - Ri. (42)

f(Ri) - iRi . (43)

These are perhaps the detectors which are the easiest to implement [after the hard limiter, f(Ri) - I],
especially the Wilcoxon detector [28]. Use of (37), gives the efficacy of the Wilcoxon detector as

Ew - 12 [f' [Px)]2 dx]2. (44)

As noted earlier, we can also attempt to develop a good suboptimum nonlinearity. The efficacy (37)
or (30) is maximized by A(x). Czarnecki and Thomas [22] have proven the theorem that if we have a set
of candidate nonlinearities G the solution to the problem of finding the g*CG which maximizes the
efficacy is the same as the solution to the mean square estimation problem

minf [g (x) - It(x)] 2p (x )dx •  (45)
gEGj[g)zxd.

Note that in (45), the square errors are weighted by the noise density so that points in the tail region
are weighted much less heavily than those near the origin. The results (45) lend weight to intuitive
ideas about what constitutes a "good" nonlinearity. It is important to match I(x) closely in the re-
gions where an observation is highly likely, while rougher approximations will suffice in the low prob-
ability regions. Also, once the approximation is fairly "close" to I(x), further refinements gain
little. However, as we will see in the examples given next, any nonlinear tail behavior will not
suffice.

All of the above performance estimates (e.g., Figure 12) are based on N being large (-W) and S
'sufficiently small." In actual situations, both of these conditions may not be true. The problem has
been to use the above to develop detectors that do approach optimality for small signals, but still
perform acceptably well for small N and any signal level. The example given next will illustrate this
problem, especially for Class A interference.

SIMULATION RESULTS

Figure 12 1howed samples of theoretical results for the Class A example, A - 3.5 and
r, - 0.5 x 10-'. In general, for these Class A parameters, L (17) is 1340 (31.3 dB), which means that
the optimum system (using 1(x)) will be 31.3 dB superior to the linear (Gauss) system; i.e., for
example, be able to detect a signal 31.3 dB smaller. These are, as stressed earlier, limiting
results. Here, we want to show a few simulation examples to indicate how actual systems will perform.

The receiver of Figure 11 has been implemented on a large scale computer. Monte Carlo simulation
results for the linear receiver, the bandpass limiter receiver, and the LOBD (bandpass) receiver are
given here. Some results for the Wilcoxon detector and some "good" suboptimum nonlinearities are also
included. By "bandpass" we mean that the nonlinearity acts on the received complex (magnitude and
phase) sample of the received waveform. For example, the bandpass limiter nonlinearity is X 1/(Xil, where
X4  is the complex waveform sample (Figure 11). The simulation results for Class B noise
(Rall, 8 - 2,4) were given earlier [32] and a few of the results are repeated in order to contrast them
with the Class A results.

The Class A example used for Figure 12 is used throughout, and Figure 13 shows the I(x) 's for the
two Hall noise examples and the Class A example. The Class A example on Figure 13 includes the non-
linearity actually used (denoted by A - 0.4) based on the approximation used for Middleton's Class A
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model. Note that the Class A I(x) looks a lot like a "hole puncher."

Figure 14 shows simulation results for Hall noise, 8 - 2, normalized to represent Middleton's
model. First note the interesting results for the linear receiver. Identical results were obtained for
N - 1, 10, 100. This is, of course, not physically meaningful and is the result of using a model for
which the moments do not exist. This "infinite power" problem does not exist whenever a nonlinearity is
employed as with the other results of Figure 14. For a linear receiver, for N - 10, say, detection is
based on a "noise sample" that is the sum of the ten noise samples from the underlying distribution.
Except for Gaussian noise, the distribution of the "sum sample" is different from the distribution of
each individual sample, and approaches a Gaussian distribution via the Central Limit Theorem. This
makes it difficult to analytically determine the performance of linear systems in non-Gaussian interfer-
ence for a time-bandwidth products other than 1. Also indicated on Figure 14 for N - 1 are results
using the LOBO nonlinearity and the bandpass limiter. As indicated, these results were essentially
identical to those obtained for the linear receiver, demonstrating the known result that for N - 1, no
improvement can be obtained by using nonlinear receivers and in order for nonlinearities to be effective
, N must be greater than 1. On Figure 14, the performance of the linear receiver for N - 100 is
estimated. This is based on the parameter L (37 dB) and the simulation results for N - 100 for the LOBO
receiver. [As discussed above, L is equal to the ARE (asymptotic relative efficiency) which gives the
limiting (N . a) performance difference between the LOB detector and the linear detector.] For N - 100,
the simulation results match the analytical results (24) and (28). Computation of the ARE (38) to com-
pare the hard limiter with the LOBO, for this noise example, indicates that the hardlimiter is only
1.5 dB inferior to the LOBD and the simulation results (N - 100) show this. In fact, computations
indicate that the hard limiter is always, for the range of Class B parameters likely to be encountered
in practice, within 2 dB of the LOBO. Note also, however, for N - 10 (Figure 14) the bandpass limiter
begins to out perform the LOBO for larger signals.

Figure 15 shows simulation results for the Hall model, 8 - 4. First note that as before, use of
nonlinearities for N - 1 gives no improvement over the linear receiver, but, of course, does give
improvement for N - 10 and 100. For N - 100, the improvement is only 6 dB as predicted by L. Note that
the LOBO nonlinearity here also is only slightly superior to the bandpass limiter. For e - 4, the
moments (first three) exist (i.e., finite energy) and we obtain "normal" results for the lin ar receiver
for N - 1, 10, 100. On Figure 15, a SNR of approximately -20 dB is required foS Pe of 10- (N - 100),
whereas from Figure 14, a SNR of approximately -53 dB is required for P of 10 . This difference was
indicated by the two L values. Both distributions (6 - 2 and 4) "look" ighly non-Gaussian. This shows
that we cannot arbitrarily say, by inspection, that a noise process that is "tremendously" non-Gaussian
can result in "tremendous" improvement over the corresponding Gaussian or linear receiver situation.

We now turn to Figure 16 and Class A simulation results, using the same Class A example used for
Figure 12. First, for the linear receiver, we obtain "normal" results for N - 1, 10, 100 with the N - 1
results matching analytical results as indicated by the solid curve on Figure 16. As 'xpected, the
nonlinearity results for N - I were essentially identical to the linear receiver results. Note, first,
that for N - 10, the bandpass limiter becomes quite inferior to the LOBO. However, also note that as
the SNR increases past approximately -27 dB, the LOB performance degrades very rapidly and becomes
inferior to even the linear receiver. From Figure 13, the Class A nonlinearity looks quite similar to a
"hole puncher" nonlinearity with the punching level at approximately -27 dB or so. Therefore, the per-
formance characteristic of very rapid deterioration above about -27 dB is not surprising. Also shown on
Figure 16, for N - 10, are results for the Wilcoxon detector, which is far inferior to the bandpass
limiter, and an "adaptive limiter" which follows the LOBO nonlinearity to its peak (--27 dB) and then
limits at this level rather than "hole punching.' This adaptive limiter performs no better than the
bandpass limiter. Figure 17 shows additional results, mainly for N - 100. Note that the LOBO for
N - 100 performs as theory (24, L - 31.3 dB) indicates for small signal, but, again, has quite poor
performance as the SNR increases past approximately -25 dB. This dramatically illustrates that the
'small enough" signal requirement that gives the LOBO must be met, at least for some cases, before any
kind of "good" performance can be expected. The small signal part of the LOBO performance curve and the
performance curve for the linear receiver for N - 100 differ by approximately 31 dB as given by the
parameter L. Also shown on Figure 17 are the results for N - 10 for an adaptive hole puncher, which
follows the LOBO, but "punches" at the - 27 dB level. This nonlinearity, of course, displays the same
objectionable behavior as the LOB . Results for N - 100, for the bandpass limiter, the adaptive
limiter, and the Wilcoxon detector are also given in Figure 18. Calculations of the ARE show the hard
limiter to be 3 dB inferior to the LOBO and the Wilcoxon detector (using (44)) to be 5 dB inferior to
the LOBO. The simulation results for N - 100 confirm these results. Attempts to find detections that
will give satisfactory results for Class A noise, small N, and any signal level are continuing.

CONCLUSIONS

We have attempted to summarize, in a general way, the kinds of performance observed for systems in
the real-world interference environment, pointing out that all too often, the effects of the real
environment are initially ignored, leading to very expensive fixes being required later on. Techniques
for determining the performance of "normal" systems in the real environment are now well known and doc-
umented. We also have reviewed current attempts to take advantage of the real environment. When the
interference is correctly accounted for, quite large processing gains can usually be realized. The
techniques reviewed, or at least alluded to, have application in modern systems (e.g., spread
spectrum). Finally, the interference models and the signal processing consequent upon them, are not
confined to EM telecommunications alone. They are applicable to other domains and other physical media
and propagation mechanisms (e.g., underwater acoustics [24] and remote sensing).
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SUMMARY

Adaptive techniques form a useful set of tools for combatting the time and space variability of HF channels
and the other factors adversely affecting HF communications. These techniques have been implemented together
with packet-switching in a vehicle called the HF data terminal.

The terminal is characterized by adaptivity at all levels of its design, including a real-time channel evaluation and
channel selection mechanism, an adaptive link protocol for channel optimization, and a fully distributed and
adaptive muting algorithm for the selection of routes in an HF network. The adaptivity is implemented via a suite of
robust, low-overhead, adaptive protocols that work even in low-bandwidth and error-prone environments. With the
exception of channel evaluation/selection, all forms of adaptivity are dynamic and not negotiated over HF links.

The data terminal has been tested over both short and long HF links.The performance of this system is
illustrated with results from these tests. It is shown that, in addition to fully automatic operation, the system provides
a significant improvement in HF communications reliability and survivability. Throughput was demonstrated to be
an order of magnitude greater than in existing HF communications systems.

1.0 INTRODUCTION

High-frequency (HF) radio represents a means of low-cost and long range communication. Some of the most
significant attributes of the high-frequency radio channel are its inherent survivability, its ability to provide
communications in areas where other communications means are non-existent, impossible and/or impractical to
use, and its ability to provide reliable long distance communications via skywave propagation.

This unique combination of features is associated with communication problems, at times severe, due to the
characteristics of the communication path and its variations in time and space. Frequencies which will propagate
over a given path and the quality of communications depend strongly upon ionospheric conditions that are difficult
to predict on an hourly or daily basis. The channel capacity exhibits large and largely unpredictable variations.
Communications are affected by fading, co-channel interference and noise, and the signal exhibits dispersion and
distortion.

HF radio communications offers significant operational advantages but these are offset by the difficulty in
solving the propagation problems. The current HF communications methodology (e.g. the "two-frequency"
operating schedule based upon propagation predictions) often aggravates the problems, and leads to a reduction in
communications effectiveness. As a result, HF communications are often unreliable and the data traffic is limited to
75 bps or less in many systems.

Solutions must be found to improve HF communications in the areas of connectivity, speed, reliability and
survivability in order to meet current and emerging requirements. Recently, much emphasis has been placed on
the use of real-time channel evaluation (RTCE) techniques to improve such communications. Although very
significant, RTCE is but one step toward better HF communications.

This paper discusses the main ideas in a different approach to HF communications - an adaptive-system
approach. It describes the basic features of a system, the adaptive HF data terminal, based upon this approach. The
performance of this terminal is illustrated with results from on-the-air experiments.

2.0 THE ADAPTIVE-SYSTEM APPROACH

The key to more reliable HF communications has long been limited to the use of more transmitted power, more
powerful forward error-correcting code (FEC), repetition of messages and better HF modems. These methods of
achieving better communications are not always permissible, practical, or affordable. F, example, low probability
of intercept (LPI) requires that transmitted power levels be kept as low as possible; powerful FECs and repetition of
messages can be wasteful of bandwidth.

Since the resurgence of interest in HF and with the advent of powerful and inexpensive microprocessors and
digital signal processors, significant equipment and systems advances have been made. Improved HF modems have
contributed significantly to more reliable HF communications. However, good HF modems alone are not sufficient to
guarantee a high degree of availability and reliability in HF communications. Real-time channel evaluation (RTCE)
[e.g. 1-9] has emerged as a valuable tool in the selection of good channels to improve the performance of HF
communication systems and, can now be found, in some form, in new commercially available systems and systems in
development.

The adaptive-system approach goes one step further. It consists of trying to respond, in real time, to any
cha"gs in propagation conditions. A system based upon this approach makes extensive use of adaptive techniques
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to improve on link or network connectivity and performance. It also optimizes, in real time, its operation to suit the
prevailing conditions. This approach is not incompatible with the effort in developing better radio equipment and
modems. The adaptive system can make use of them when they become available.

In order to improve HF communications as much as possible, the adaptive system should try to incorporate
proven techniques such as time, frequency and space diversity, forward error correction, etc., in a manner that is
not wasteful of resources (e.g. bandwidth, equipment, real estate, etc.) under any conditions.

Since the choice of adaptive techniques is wide [e.g. 10,11, a system must limit itself to a subset of techniques.
A careful choice must be made to obtain the best possible improvement in HF communications performance as
expressed by connectivity, speed, throughput, reliability and survivability.

3.0 THE HIF DATA TERMINAL

3.1 Four characteristics of HF communications

In addition to the large and largely unpredictable time and space variations of the propagation medium
characteristics and the associated variations in channel capacity, four general characteristics of HF
communications are of utmost importance in the design of a data terminal. They are:

a) available low-bandwidth
b) error-prone environment
c) multicast nature of HF transmissions
d) non-reciprocity of HF communications

The effective bandwidth available on HF is variable and the current state-of-the-art is 2400 bps for digital
communications. The probability of a bit error, often referred to as the bit error rate (BER), ranges from 5x10 "! to
10-6 on HF links. If there is such a thing as a typical BER range, it can best be set at 5xl0 "2 to 5x10 "3 when the
channel is available.

The nature of HF communication transmissions depends upon the directionality of the antenna being used.
For short to medium (up to 1000 kin) range communications, omni-directional antennas are often used and result in
broadcast transmission. For medium (say > 500 kin) and long-range communications, directional antennas are
generally used. Typically, the beamwidths of directional antennas range approximately from 60 to 120 degrees. Such
beamwidths produce a spatial coverage, at a distance "d" from the transmitter, of the order of d. This results in the
possibility for a number of receiving stations (up to thousands of kilometers apart) to hear the transmitted signal.
This type of transmission, being neither of a point-to-point (ppt) nor of a broadcast type, is hereafter referred to as
being of a multicast nature.

Reciprocity cannot be assumed over an HF link. That is to say, even if user A receives user B's transmissions
on frequency FAB, it may well be the case that user B cannot receive user A on the same frequency. In fact, even if
the best propagating frequencies (say FAB and FBA) in each direction are selected, one cannot assume bidirectional
communications because of the local noise levels at each station. This non-reciprocity of HF communications, as will
be seen below, has far reaching consequences on the design of a communication system.

3.2 The selection of adaptive techniques

In order to keep the level of difficulty within reason to ensure a successful outcome and to be able to produce
a prototype system within a reasonable time frame, the data terminal has been limited to the use of a subset of
adaptive techniques likely to produce the desired improvements in HF communications performance. Initially, the
selection was limited to the use of a simple RTCE technique, channel selection, and adaptive link and network
operation/management. This selection of techniques is not arbitrary.

RTCE techniques represent one of the most significant means to improve HF communications. A simple error-
counting RTCE technique was included because of its ease of implementation and the good results it yields (see
Section 4), but also because in-band link quality analysis is here considered to a large extent as a modem function. A
high-speed adaptive serial modem has been developed at CRC and link quality analysis functions will be added to its
design. This modem is currently being integrated in the HF data terminal design.

Frequency changes do not occur continuously and therefore a means to optimize the usage of a channel, once
it has been selected, is required. This is done by adaptive link operation which, through optimization of the use of
the available bandwidth, contributes to enhanced link connectivity and performance.

Packet-switching techniques are a main contributor to increased connectivity. robustness and survivability
of HF communications. Figure I depicts a hypothetical HF network where individual links use different frequencies.
Through routing of information in such a network and with the repetition of (unrecoverably) errored portions of
transmissions, elements of time, frequency and path diversity are provided with a single antenna pair per link. This
diversity is provided only as needed and without wasting of resources.

3.3 The HF data terminal design

The design of the HF data terminal has been subjected to a number of design guidelines. Some of the more
significant were to produce a design that is as independent as possible of radio equipment and modems, to eliminate
unnecessary (re)transmissions of information, to minimize time-synchronized operations and the negotiation of
adaptive parameters over the HF link, and also to minimize the transmission overhead associated with link/network
management and the adaptive nature of the system operations in general. The last three guidelines were essential in
producing an efficient and robust communication system,
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3.3.1 Hardware and software architectures

From a hardware point of view, the HF data terminal is simply a powerful microcomputer system. The current
hardware design is depicted in Figure 2. The design is Multibus (IEEE 796) based. The most important components are
a main processor (Intel 80286) board, a disk controller and a few serial communication boards. Figure 2 also shows
the serial modem being incorporated in the terminal design.

The software architecture is based on the International Standards Organization (ISO) Open Systems
Interconnection (OSI) model. The physical, link, network, and transport layers and a generalized application layer
have been implemented. The main functions included in the data terminal architecture are shown in Figure 3. Only
the spectrum management function at the network level has not been implemented yet. The data terminal
architecture is characterized by adaptivity at each of its layers. Channel adaptation and transmission optimization
occur mostly at the physical and link levels. Packet-switching functions (e.g. path selection or routing, priorities,
etc.) take place at the network and transport levels..

3.3.2 The design characteristics

The HF data terminal is a complex system and a full description of its design is lengthy and inappropriate
here. A discussion of the design decisions and a presentation of the design specifications are presented in [12j.
Below, the main characteristics for each layer are briefly discussed.

3.3.2.1 The physical level

The main characteristic of the physical level design is the presence of a real-time channel evaluation (RTCE)
and channel selection mechanism which permits the data terminal to adapt to changes in propagation conditions.
End stations on a link periodically exchange test bit patterns on each assigned frequency and, upon reception,
determine the best received frequency by counting the number of errors in the pattern. Based on this result and on
the past history of the channel, the stations inform each other, on each assigned frequency, of the frequency to be
used for transmission.

This simple error-counting RTCE technique is easy to implement and yields good results (see Section 4). The
adaptive HF serial modem, currently being implemented in the HFDT design, will provide more adaptivity at the
physical level as well as more sophisticated RTCE techniques. The serial modem includes adaptive channel
equalization and will eventually provide extensive link quality analysis data dynamically.

Other features of the physical level include remote control of radio equipment and modems, and a hybrid
FEC/ARQ scheme. Standard functions such as channel access, synchronization, etc. which are fundamental to any
communication system, often become complex problems in the error-prone HF environment. Good schemes to
accomplish these functions are essential to provide overall system efficiency. These issues are discussed in [12]..

3.3.2.2 The link level

The main characteristic of the link level is a specially designed robust, bandwidth-efficient and adaptive link
protocol which allows dynamic optimization of the channel. This protocol implements a segment structure (Figure 4)
(5,12,13] for its transmission unit (or frame) and can operate down to BER's as low as 10-2.

The protocol varies the frame structure and length to adapt to the quality of the channel. When propagation
conditions deteriorate, the protocol reduces the frame length and changes to a higher overhead state to ensure good
error detection, to minimize potential data losses and to minimize the amount of information that might have to be
retransmitted. When propagation conditions improve, the protocol decreases the overhead and lengthens the frames
to maximize throughput on that link. This form of adaptivity is dynamic and not negotiated between stations.

Built into the protocol is a mechanism that allows a transmitting station, upon reception of data from the
other end of the link, to find out how successful its own transmissions were and thus to take appropriate actions to
improve upon them. Actions are taken dynamically and unilaterally by the transmitting stations. The receiving
stations, upon decoding the frame header, know how to interpret the frame content and also know how successful its
transmissions are.

This protocol is robust and bandwidth-efficient. Total loss of a frame of data can result only from
unrecoverable errors in the frame-control field (a 6-byte subset of the frame header). Unrecoverable errors in any
other segments of the frame result in loss of those segments only, and can be recovered through selective
retransmission. The protocol uses a single frame type to accomplish all its functions including link
estab!ishment/closing and link management/maintenance functions. For comparison, the international standard
HDLC (High Level Data Link Control) protocol [14,15] uses 19 types of frames for the same purposes and
unrecoverable errors anywhere in the frame result in a total loss of that frame. HDLC is inefficient in a low-

bandwidth environment and does not work when the error rate exceeds 10- 3 .

3.3.2.3 The network level

The main network level adaptivity takes the form of a fully distributed, adaptive network routing scheme [16].
This routing algorithm allows each network node to operate autonomously without the use of a central control
station and ensures that no node depends upon any other node to obtain routing information. In other words, no
master" station is needed with this concept and destnuction, failure or addition of a network node, or loss of

connectivity to a node does not affect the rest of the network.

The routing algorithm is based upon a minimum-relay (or minimum-hop) metric (17). Each station constructs
and updates its image of the network connectivity via the normal flow of packets passing through it. Only a few
additional network management types of packets may be used to reflect lost links, node addition or node removal in
the network connectivity matrix.
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The network is self-configuring. At network startup time, the network level needs to know only the maximum
possible number of nodes in the network and the maximum possible number of physical links at the local node. A
"startup" packet is then sent on each possible physical link to establish initial connectivity status information
(including whether the link is bidirectional or not) to its immediate neighbours. The network is then ready for
operation. The normal data packet flow and a "looking-for-node" packet will suffice to determine all routes.

3.3.2.4 The transport level

The transport level introduces a priority scheme for data packets and a checkpointlrestan function. A packet
priority scheme is a desirable feature under normal operating conditions and is a required feature under stressed
conditions, especially in a military environment.

The checkpoint/restart feature allows the network node originating the traffic to keep track of the data
succesfully delivered, across the network, to the destination. Should any (major) events occur making it impossible
to reach the final destination through any network routes, the originator will stop sending data, periodically check
if the problem has been resolved, and if so, will resume sending data at the point it was when the problem occurred.
Such a mechanism is necessary because of the low bandwidth of the HF channel. Not doing so could result in a
.snowball" effect where a system could spend hours or days to pass a message.

3.4 The functional aspect

The HF data terminal system alternates between two phases: a channel evaluation/selection phase and a data
communication phase. Periodically, the system interrupts its data communication operations to proceed with an
evaluation of its assigned channel, in each direction and on each link. End systems on a link then inform each other
of the resulting seiected channels and resume data transmission operations on the newly selected channels. This is
the only time-synchronized link/network operation in the HF data terminal system. Other forms of adaptivity are
dynamic and not negotiated over the air.

User data transmissions occur during the communication phase. During this phase and after having selected
the best communication channel the system attempts, until it succeeds, to deliver user data to its destination in an
error-free manner. While doing this, the system dynamically optimizes its operation for the quality of the
communication channel, and dynamically makes the appropriate decisions, based on the current network
connectivity, to reach the final destination in the most efficient manner. The sequence of operations taking place in
this process can be best understood by following the data flow in the system (see Figure 4).

The sender's data terminal accepts messages typed on its keyboard or files from almost any external devices
(including hosts) and stores them. Files or messages are fragmented into packets each prefixed with a transport
header containing the destination, priority, etc. and all the information required to reconstitute the original
message.

When ready to transmit a new packet, the transport level selects the packet with highest priority and passes it
to the network level. This level examines the destination address and determines the best route to reach it. If a route
cannot be found, the network level will circulate a "looking-for-node" packet and upon receipt of an answer from
the destination node, will be informed of the route. Once a route has been established, the network level adds its own
header (e.g. containing a network priority) and passes the packet to the link level.

The link level transmits the packet to this node's nearest neighbour along the route to the destination node.
According to its current information (updated dynamically) on the quality of the channel, this level may decide to
transmit this packet as one or more frames (transmission units), each of possibly different structures and lengths.
Each frame is given to the physical level for application of an FEC code and transmission as a bit stream over the
link.

Each node on the path will, upon receipt of an error-free packet by its link level, pass the packet to its
network level which will update its connectivity matrix (based upon the information in the packet's network
header) and will take one of the following actions:

if this node is the destination for this data packet, the network level will pass it on to its transport level
after having updated its connectivity matrix.

if this node is the destination for a network management packet, the network level will absorb it and take
the appropriate action.

if this node is not the intended destination for a packet, the network level will route the packet to another
node (using the same sequence of operations described above and after having appended this node's
address to the packet header.

The transport header of the destination data terminal will send an (end-to-end) acknowledgement back to the
sender's transport level for every packet or group of packets (group size is a system parameter) it has successfully
received. It will then use this packet to reconstruct the original message or file.

It is important to note that each packet may be transmitted in a different manner on each leg of its journey to
the final destination. This results from each link layer involved on this journey always optimizing the transmissions
for that link. Likewise, groups of packets belonging to the same file/message, may take entirely different routes
through the network since the same route selection process takes place, on a packet basis, at each intermediary
node. There is thus no predetermined route across the network. Lastly. at any point during the transmission, the
sender may request to checkpoint the packet stream.

3.5 The operational characteristics

The main operational characteristics of the HF data terminal are that it is automatic, adaptive, high-speed
(2400 bps, can be downgraded), may operate half or full-duplex links and supports packet-switched network
operations. All important system parameters can be changed by the operator and extensive link/network online
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monitoring facilities are provided to the operator. The HF data terminal can interface to a wide variety of receivers,
exciters, transmitters and parallel or serial HF modems. The consequences of these operational features are discussed
below.

The HF data terminal system is automatic and thus eliminates the need for skilled HF operators. It currently
requires one operator when, and only when, the time comes to load or extract data to/from the system. Messages,
files or other kinds of data are fed into the system which will then ensure their virtually error-free deliv-ry to the
final destination without further operator intervention. The data terminal can be used as a Aut-ir.. , knalf or full-
duplex) link controller and/or as an HF network node.

The HFDT prototype design is flexible and provides extensive monitoring functions. All important system
parameters are fed into the system and can generally be changed during system operation. For example, the number
of frequencies and the particular frequencies for each link are parameters for each network node The frequency
of channel evaluations/selections, the link data rate, the frequency of or the number o<, ,,.kets between
checkpoint/restart operations are also system parameters. Changes in those param:icrs are reflected in
configuration data which, with status and performance data for each link, are available online.

The HF data terminal is, for all practical purposes, independent of the radio equipment and HF modems used. It
only requires that such equipment be computer controllable and this is a general characteristic of modem RF
equipment. The operational differences between HF vendors' equipment can generally be accomodated by changes
in the system parameters or, for significant differences, by simple software modifications. The terminal can thus
make use of better radio equipment as it becomes available. In particular, better and/or faster, parallel or serial HF
modems can be interfaced to the system as they become available.

The current network design is, for demonstration purposes, for a broadcast TDMA network. The HFDT design
will, for operational purposes, accomodate FDMA network operations.

3.6 Summary

The HF data terminal is a generic, adaptive communication system and can thus be tailored for operation in a
wide range of HF applications. Its design is characterized by adaptivity at each OS1 level implemented. The main form
of adaptivity includes a real-time channel evaluation and selection scheme at the physical level, an adaptive link
level protocol and a fully distributed, adaptive network routing mechanism. With the exception of channel
evaluation/selection, all forms of adaptivity are dynamic and not negotiated over HF links. Channel
evaluation/selection is the only link/network time-synchronized operation between communicating data terminal
systems.

The HF data terminal is adaptive and thus allows optimum utilization of propagation conditions and equipment
resources. Its built-in adaptivity solves the limitations associated with the current method of operation of HF
systems. In particular, it solves the problems associated with the "two-frequency" operating schedule by responding
in real time to changes in propagation conditions. Through real-time adaptation, advantages can be taken of
unpredictable phenomena such as sporadic-E propagation to provide better HF communications. Network route
selection contributes to being able to reach the maximum connectivity possible between stations by providing
elements of path and frequency diversity. Dynamic link operation optimization results in the best possible
utilization of the bandwidth available.

The HF data terminal can be used as an automatic, adaptive, high-speed (currently up to 2400 bps), half or
full-duplex HF link controller and/or HF network node. In an HF network, the data terminal does not require a
network "master" station and allows node addition and node removal to be done without network interruption. A
node failure/recovery is also dealt with automatically and, depending on the network architecture, generally has
little impact on network operation and performance.

4.0 THE HFDT EXPERIMENTAL EVALUATION

In addition to the laboratory back-to-back system tests following each development phase, the HF data
terminal system was evaluated in a series of experiments. The experimental programme has consisted of:

short HF link experiments
a network emulation
long HF link experiments.

The emphasis in this section is on the connectivity and throughput results from on-the-air tests of the
system.

4.1 The short-link experiments

The short-link experiments were conducted from July to early October 1984 between CRC and Petawawa. At
this stage in the terminal design, the physical layer, link layer and link monitoring functions as well as the user
interface had been developed. The HF data terminal thus had the functionality required to act as an automatic and
adaptive link controller.

The main operational and link parameters for these experiments were:

- 136-kilometer link
- no forward error correction
. half-duplex, 2400-bps link operation
- 8 frequencies from i.l to 11.6 MHz
- omni-directional, invened-V dipole antenna
- 100 watts average power
- 16-tone Kineplex-type HF modem (- 6 watts/tone)
- solar cycle nearing sunspot minimum.
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The experimental configuration is depicted in Figure 5. In this half-duplex setup, all equipment is co-located.
Transmit and receive equipment share the same antenna. The HF data terminal did not include forward error
correction and thus relied upon the adaptiveness of the link protocol and on the automatic repeat request (ARQ)
mechanism built into the protocol to provide error-free communications.

Two basic experiments were conducted during this test. The first one was a channel evaluation/selection
experiment where the system, every 3-5 minutes, would sound all channels and select the best one. This experiment
lasted for three months from Juiy to October. The second experiment was a throughput experiment and lasted
through the month of September.

4.1.1 The results

For the duration of the short-link experiments, the daytime average bit error rates (BER) were 10-2 at CRC and
4x10 "3 at Petawawa. This difference is easily explained by the high background noise and interference levels at CRC.
Nighttime propagation was generally not possible with the range of frequencies used. A channel around 2 MHz
would have been needed for nighttime communications. The experimental period included a two-day HF blackout
period (reported by other experimenters) during which the HF data terminal was still able to pass information at a
reduced rate.

The main daytime results from the experiments were that:

more than 90% of the time, a communication channel is available at 2400 bps.

the typical 8-hour average error-free user throughput, in each direction, is 150 bps. It ranges from 80 to
400 bps.

A typical throughput curve and one for a good communication day, are shown in Figures 6 and 7.
respectively. The curves are drawn from fifteen-minute averages of the throughput. The variations in throughput
on each curve result from varying propagation conditions and communication environment (e.g. noise or
interference level), with the system automatically adapting to them.

Although those results were very encouraging, they served to pinpoint deficiencies in the system's initial
design, in particular in its frame synchronization mechanism and in the channel access strategy. For example, data
analysis revealed a frame-loss rate as high as 50% at times. The experiment was followed by numerous
enhancements in the data terminal design to correct the problems above and to enhance its performance in
general.

4.2 The Carp-Penhold experiments

The short-link experiments were followed by various design enhancements, by the development of full-
duplex link operatict and by the development of the network and transport functions. The correctness of the
implementation of the networking functions was demonstrated in a network emulation which took place in the
summer of 1985.

The long-link experiments took place from November 1985 to February 1986 between Carp (near Ottawa) and
Penhold (Alberta). The same two basic experiments conducted over the short link were repeated over the long link.
As before, the systems relied strictly upon their adaptiveness and ARQ mechanism to provide error-free user data.
Forward error-correction was not applied to the user data.

The experimental configuration for the long-link experiments is shown in Figure 8. The configuration is
characterized by the distribution of equipment over transmitter, receiver and control centre sites. Control of the
entire configuration is done via the system console at the control centre. Remote receive and transmit control units
were required to control HF modems and radio equipment under the direction of the HF data terminal. More modem
radio equipment would alleviate the need for such remote units.

Another important characteristic of this configuration is the placement of the HF modems at the transmitter
and receiver sites. Communication to the transmit/receive sites is done over landlines. In Penhold, approximately
five and ten miles of underground twisted-pair cables link these sites to the control centre. Because the quality of
these cable pairs and the effects of variable soil conditions (e.g. frost, water, etc.) on them were unknown, the
decision was made to remote the HF modems to the transmitter and receiver sites. This safe approach was made at the
cost of reducing system throughput by 50% owing to the delays introduced by digital transmissions over 4.8 kbps
landlines.

The length of the frame synchronization detection bit-pattern was increased from 16 bits for the short-link
tests to 24 bits for the long-link experiments. This is the maximum length permissible by the enhanced version of
the frame detector. Although better than a 16-bit pattern, the 24-bit pattern is still too weak. A reliable frame
detection pattern for HF communications needs to be substantially longer [121.

The main operational and link parameters for this experiment we-e:

2260-kilometer link
full-duplex, 2400-bps link operation
forward error correction applied to the frame header only
5 frequencies from 7.9 - 19.2 MHz, in each direction
horizontally polarized, log-periodic antenna
less than 400 watts average power (typically 200 watts)
16-tone Kineplex-type HF modems (- 20 watts/tone)
solar cycle nearing sunspot minimum.
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4.2.1 The results

For the three-month duration of the Carp-Penhold experiment, the channel-averaged daytime BER values,
corrected for missed frame detection, were approximately 10-1 at Carp and 2x10"2 at Penhold. The best (selected)
channel average daytime BER values, also corrected for missed frame detection, were 4x10- 2 at Carp and 4xl0-3 at
Penhold, over the same period. The differences between those results is primarily due to receiver problems at Carp; a
secondary factor is the higher background noise level at Carp.

Nighttime propagation was generally not possible (see Figure 9) with the range of frequencies used. Channels
in the 4-6 MHz range would have been required for nighttime communications. Two major geomagnetic events,
including a severe geomagnetic storm, occured during the experimental period and resulted in HF radio blackout.
The Carp-Penhold link (as well as other strategic HF links in Canada) lost connectivity for roughly two days in each
case. Had the systems been using more power, there would still have been a loss of connectivity between Carp and
Penhold although probably for a shorter period of time. An interesting observation was made during those events
and is described below.

The main daytime results from the Carp-Penhold experiment were that:

more than 90% of the time, a communication channel is available at 2400 bps (using little power)

the typical daily average, error-free user throughput, in each direction, ranged from 100-300 bps (it can
be doubled if HF modems are located at the control centres)

instances were found, associated with the geomagnetic events, where Carp-Penhold communications were
impractical, but shorter links (e.g. Carp-Shilo, Penhold-Shilo) recovered quickly and would have been
utilizable.

Figure 9 shows the percentage of the time, over the three-month interval, when the best frequency was
available as a function of Ottawa local time. It can be seen that the best individual frequency was available, on
average, approximately 50% of the time. That is to say, a communication system using only that frequency would
have been able to communicate only 50% of the time over this three-month interval.

Figure 10 shows the same type of curve when the best channel, out of the five available frequencies, is
selected after each channel evaluation phase. The percentage of availability then jumps from 50 to 90%. This is
achieved through channel evaluation based on a simple error-counting RTCE technique. This result also illustrates,
as is well known, that a principal mechanism to improve HF communications, is real-time channel evaluation.

The benefit of routing information in an HF network was recognized during the HF radio blackout events. At
these times, all HF links were inoperational. However, short to medium ( < 1000 kin) range links recovered nearly
one day sooner than longer links. Although it was a partial recovery, i.e. communications were not great, it would
have been possible to communicate over shorter links (e.g. Carp-Shilo, Shilo-Penhold) and to achieve connectivity
over the longer link by routing the information over shorter links.

The results presented above were achieved with low power, no forward error correction of the user data, a
weak frame detector and an elementary RTCE technique for channel evaluation/selection. The connectivity obtained
with this adaptive system was superior to that of strategic links using lower data rate (75 bps) and more power (1
kw). The error-free throughput achieved with this adaptive system, even with no forward error correction, exceeds
that of existing HF communication systems by at least an order of magnitude. The operation of the system is
automatic rather than being man-intensive.

4.3 Discussion

The results from on-the-air tests of the HF data terminal indicate the existence of a high-speed (2400-bps) HF
communication channel at least 90% of the time in the sub-auroral region. Although the tests were done near
sunspot minimum, the long-link experiments were performed during the winter when HF communications are more
difficult. The experimental results demonstrate the validity of the adaptive-system approach as a means to improve
HF communications.

The adaptivity built into the link protocol, combined with the physical-level channel evaluation/selection
mechanism, is able to provide better connectivity and throughput than in existing HF systems using lower
signalling rates, higher power levels and error correction schemes. The improvement in error-free throughput
provided by the HF data terminal is at least an order of magnitude beyond that of existing systems. The error-free
throughput value can be doubled simply by changing the HF modems' location in the experimental configuration.

Experimental evidence has been found showing increased connectivity (survivability) provided by adaptive
routing of information in an HF network. A similar result was noted by BR Communications in tests with polar-cap
and auroral circuits [18]. BR found the existence of good north-south (latitudes of approximately 620 and 370) routes
at times when polar-cap east-west routes were non-existent.

Although very encouraging, the experimental results of this prototype version of the HF data terminal can be
significantly improved with the use of better equipment and some minor design modifications. In particular, the HF
modems used, in addition to having an unreliable carrier detect signal, introduced fixed delays of typically 75% or
more in each frame transmission time. The fixed delays reduce the effectiveness of the data terminal (i.e. decrease
its throughput) by reducing the frequency of packet transmissions. They are the main contributors to the
difference in the link data rate and the actual user throughput.

5.0 CONCLUSIONS

This project has used an adaptive-system approach to HF communications. It has made extensive use of
adaptive techniques and of packet-switching techniques in particular. The vehicle implementing these techniques,
the HF data terminal, not only includes RTCE techniques but is characterized by adaptivity throughout its design. It
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includes the functions for packet switching over HF and the management of a fully distributeu and adaptive
network. The terminal's adaptivity is implemented via a suite of robust, low-overhead, adaptive protocols that work
even in low-bandwidth, error-prone environments.

A system based upon adaptive techniques improves significantly the connectivity, speed, throughput and
reliability of HF communications. The experimental data has shown the availability of high-speed (2400-bps) HF
channels more than 90% of the time in the sub-auroral region. The HF data terminal, in its current version, already
offers at least a one-order-of-magnitude improvement in error-free throughput over existing operational HF
communications systems.

The HF data terminal design, because it adapts to channel quality, is less vulnerable to errors and gracefully
degrades its throughput under deteriorating channel conditions. Further, the experimental data suggests that the HF
data terminal could efficiently be used at higher data rates over strategic links. It would thus be worth conducting
system tests at, for example. 4800 bps.

Packet switching over low-bandwidth, error-prone HF channels is feasible. A system using this technique
improves the reliability and the survivability of HF communications. More experiments are needed to quantify this
improvement.

Overall adaptive HF communication systems probably represent the next generation of HF communication
systems. Further experimentation is required across trans-auroral and polar-cap circuits and in periods of high
solar activity, to find out if such systems, in an adaptive network configuration, can meet all new HF military
requirements. They are, it is believed, the most serious contender to meet these requirements.
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DESIGN CONSIDERATIONS FOR AN AUTOMATED HF DATA NETWORK
WITH ADAPTIVE CHANNEL SELECTION
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SUMMARY

A fully automatic HF data network has been designed which adapts to changing
propagation and interference conditions. Frequency management at network level derives
real time propagation data which is supplied to all network stations. At link level,
propagation prediction, interference assessment and link sounding together provide
adaptive channel selection for each call. Efficient and reliable message transmission
is achieved using a novel FEC/ARQ protocol which also provides for adaptive changes in
data rate or channel reselection during the call. Frequency Management and Network
Management functions can be executed by any subset of stations in the network and no
special sounding equipment is required.

1 INTRODUCTION

1.1 An Automatic HF Network

A new generation of HF systems is emerging in which traditional operator skills are
being replaced by processor functions able to respond to the time-varying propagation
conditions, noise and interference levels experienced in the HF band.

It is now possible to provide real time frequency management for such systems which
can track changing propagation conditions. It is also possible to implement adaptive
channel selection algorithms which set up calls on viable channels, not blocked by noise
or interference. The system architecture can ensure that in a large, busy network,
which may be expanded, member stations do not cause mutual interference on the network's
allocated channels. Low cost processor techniques allow the use of powerful error
control coding and repeat facilities which offer efficient data transfer over
time-varying channels without compromising message integrity.

This paper describes aspects of the design of a large, fully automatic data network
which will shortly undergo system trials. Much of the design has already been tested
through extended use of a skywave trials link in the UK.

The network design conveniently separates into Frequency Management, Network
Management and Link Management Subsystems and these are each covered in some detail
later in the paper.

1.2 HY Trials Link

A fully automatic HF trials link has been operated over a 132km skywave path in the
South of England during an extended period between October 1986 and July 1987. The two
stations operate 24 hours per day, in an unattended mode, and performance data is
continuously logged for subsequent off-line analysis.

Key features of the adaptive HF system design described have been exhaustively
tested using this trials link and relevant results will be presented in subsequent
sections of this paper. The trials link has been especially useful in optimising the
Frequency Management and Link Management Subsystems described in Chapters 3 and 5
respectively.

2 SYSTEM DESIGN CONSTRAINTS

Prior to discussing aspects of the system design, it is helpful to summarise the
major constraints within which that design progressed.

The HF network is designed to carry telegraph traffic only and is required to link
some 80 communications centres distributed throughout a reasonably compact geographical
area. Direct communication, without rebroadcast, is required between any two sites for
Single Address Messages (SANs) or between one site and defined groups of sites for
Multiple Address Messages (MAMs). The majority of connections will be made via single
hop skywave paths with just a few links able to operate using groundwave transmissions.

With a large network of this type, equipment costs present a major constraint. In
particular the available budget rules out the possibility of using all but the simplest
of modems and a maximum transmission rate of 300 baud has been accepted at the outset.
Nevertheless a high traffic capacity is required in the network (it is expected that
between 10 and 20 simultaneous calls will be in progress at all times of day).
Furthermore short delivery times are specified, particularly for high precedence
messages.
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Each active link must achieve the maximum possible data throughput in order to meet
the traffic requirements. This conflicts with a second important requirement for high
data integrity (ie low character error rates). The two opposing requirements have been
met through the use of highly adaptive frequency management and channel selection
algorithms, plus carefully optimised call set-up and data transmission protocols.

Fortunately, this large HF network will receive a generous allocation of channels
distributed across the HF band. This has permitted subsets of channels to be reserved
for call set-up, engineering and frequency management purposes and thus careful control
of mutual co-channel interference problems within the network is possible. Figure 2.1
summarises the use of available channels in the network. Co-channel interference from
other HF users remains a significant challenge and is a major influence throughout the
system design.

A final constraint, imposed by the network user, is the need for complete hardware
and software commonality at all stations in the network. Perhaps the most important
result of this constraint is to eliminate the possibility of using special purpose HF
sounding equipment. The provision of such equipment at every site would be
prohibitively expensive.

3 FUUUKCY EANAGMKNT UBSYSTEM (FiS)

3.1 FUS Overview

Although frequency management in a radio network is only one part of the
communications management function, its importance at HF is paramount. It is therefore
appropriate to discuss frequency management in advance of the higher level network
architecture considerations.

The required network must offer a high grade of service in terms of throughput and
message delivery times at all times of day. Operation must continue, possibly at a
reduced level, in disturbed propagation conditions. A system which adapts automatically
to prevailing conditions is thus required, rather than one relying on pr)pagation
prediction alone. In fact, a compact prediction model, which assesses both skywave and
groundwave paths, is provided within the station software, but this model is updated
regularly in accordance with measurement data derived by the network.

The FS subsystem divides into two functional areas at network and link levels
respectively (Figure 3.1). The objectives at network level are to establish the current
state of the ionosphere, by means of channel soundings, and to disseminate this
information to all network stations. The objective at link level is to select viable
channels for each traffic transmission.

3.2 Descriptioa of Network Level FUS

A small subset of stations within the network, and spaced throughout the deployment
area, are selected to act as frequency management stations (Figure 3.2). Since all
stations are identical this selection may vary with time, either to counter an ECM
threat or to provide replacements in the event of station failures.

At predetermined times, one FMS station will coordinate a sounding routine, which
scans a set of channels in the HP band. The coordinating station transmits probes on
each of the channels in turn and then awaits responses from the remaining FMS stations,
in ordered timeslots (Figure 3.3). From the replies received, the coordinating station
can estimate the current Maximum Usable Frequency (MUF), assess current absorption
levels and determine whether disturbed conditions are present. The same station can
then compare measurement data with predicted values from its local model and compute
correction factors for distribution to all stations in the network. Embedded prediction
models, at stations throughout the network, can thus be updated to take account of both
unpredictable day-to-day variations in the ionosphere and the existence of severe
disturbances when appropriate.

The coordinating station will also use the results of channel sounding to construct
an assignment of calling channels for use throughout the network (Section 5.2 will
describe the use of calling channels). This assignment must also be distributed to all
stations in the network.

The time occupied by the sounding routine will depend on equipment tuning times,
the number of channels in the scan and the number of FMS stations used. Where the FMS
stations are also required to pass traffic, it is obviously important to minimise this
time and a significant improvement can be achieved by synchronising the stations
concerned. For example if the following parameters are assumed:

a) Minimum dwell time per channel - 2 sees
b) Number of channels in the sounding routine - 40
c) Number of FUS stations - 4

in the non-synchronised case, each FMS station must cycle its receiver through the 40
channels awaiting a probe transmission and this probe transmission, from the
coordinating FUS station, must occupy at least 82 seconds to ensure detection by the



12-3

sc-nning receivers. Allowing 6 sees for replies gives a time of 88 sees per channel, or
a total scan time of 3520 sees.

If the stations are time synchronised then the probe transmission reduces to 2
sees, the total time per channel becomes 8 sees and the scan occupies 320 sees - an
order of magnitude improvement!

Reducing the scan time in this way not only releases more time for the FMS stations
to handle traffic, it also allows the FUS scan channels to be used for other purposes in
the network, including call set-up (Section 5.2). These channels will not normally be
selected for traffic thus avoiding co-channel interference due to sounding.

3.3 Performance of Network Level PUS

The HF trials link, described in Section 1.2, includes software designed to
evaluate the performance of the network level FMS algorithms. A bidirectional sounding
of 37 channels distributed across the HF band is performed every 30 minutes. The
results of each scan are stored for subsequent analysis.

Following each scan, a software algorithm estimates the maximum usable frequency
and applies a correction to the embedded prediction model at the terminal station.
Examination of the results on both normal and disturbed days shows that this algorithm
correctly estimates the MUF for 99% of scans.

It has also been possible to compare the scan results with vertical incidence
soundings performed at the UK observatory at Slough which apply to a point some 48km
east of the centre point of the trials link.

Figures 3.4 to 3.6 show that the sounding mechanism will correctly track the
propagating window in a variety of conditions and detect significant departures from
mean predictions from an uncorrected model.

3.4 Link Level MUB

Each station in the network is provided with a compact propagation prediction model
which uses a reduced CCIR data base relevant to the geographical deployment area (1).
The model is updated regularly using correction data supplied by the network level FMS
previously described in Section 3.2.

A station wishing to originate a SAM call will compute link range using the
geographical coordinates of the single destination station and then derive the viable
propagation window or windows using its updated prediction model. For shorter links
groundwave propagation may be shown as feasible and all links may occasionally benefit
from additional spectrum availability due to anomalous modes such as sporadic E.

The task is slightly more complex for a station wishing to originate a MAN call
since the model will restrict the viable propagation window to normal, E or F layer
skywave propagation and must take account of the range of link distances involved.

The originating station will next select allocated traffic channels randomly within
the viable propagation window(s) and reject any with noise or interference levels likely
to disrupt data transmission. This assessment is based on passive monitoring of the
channels using the station receiver. Channels not rejected in this passive assessment
form a small set of candidate traffic channels which the source station ranks in
ascending order of noise level (ie quietest first) and offers to the destination
station(s) during the call offer protocol.

The call offer sequences for both SAN and MAM calls incorporate active sounding of
the candidate traffic channels before a single channel is chosen on which to begin the
call. Since active sounding would cause interference to any existing call on a channel,
it is clearly important that the earlier passive assessment rejects channels already in
use in the network.

For SAM calls, test transmissions are sent on each of the candidate traffic
channels, allowing the destination to measure error rate as an indication of channel
quality. The destination station readjusts the ranking order of the candidate channels
and replies on its first choice. The message transmission then begins on this preferred
channel. Additional candidate channels are held in reserve in case the first choice
degrades during the call and a channel change becomes necessary.

For M calls, the source station transmits test signals on the candidate traffic
channels and allows time for the destinations to reply with quality scores in ordered
timeslots. As soon as an adequate number of replies is received on a channel the
transmission begins without further active sounding of remaining channels. This
curtailment of active sounding for MAU calls is necessary to reduce the set up time for
calls addressed to a large number of destinations.

3.5 Performance of Link Level FPU

Section 3.3 described the sounding routines performed every 30 minutes on the
trials link in order to update the propagation prediction models at the terminal
stations. In the intervals between these soundings representative calls are set-up
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across the link. A full link level FMS routine is performed, prior to each call, in
which the source station calculates the propagating window for the link using its
updated model, selects candidate traffic channels via passive interference assessment
and finally performs active sounding to allow the destination to choose a preferred
channel.

The propagation prediction and passive assessment aim to supply a list of candidate
traffic channels which will propagate and which are not blocked by interference. Figure
3.7 indicates that this is successfully achieved.

The active sounding stage aims to select a preferred channel which will allow the
successful transmission of at least the first part of the call. During the trials
typically 86.5% of segments in the first message packets were received correctly without
a need for repeats. Overall, some 15% of segments in the first 5 message packets were
repeated under the ARQ protocol.

4 NETWORK MANAGNT SUBSYSTM (NUB)

4.1 M Overview

The most critical aspect of HF networ' management has been identified as the
Frequency Management Subsystem and this has already been covered in Section 3. The
Network Management subsystem discussed in this section provides the following functions:

a) Network initialisation.
b) Station affiliation (both during network initialisation and

as late entrants to the network).
c) Distribution of engineering information including FUS data and time

synchronisation.
d) Network monitoring and control.

4.2 8 Architecture

The earlier description of the Frequency Management Subsystem identified the need
for a network level FMS based on a small subset of stations performing regular channel
sounding routines. Correction factors and channel assignments, based on the results of
this sounding, must be distributed to all stations in the network. Distribution of this
data at HF is most effectively handled by a single control station (CS) which logically
should also be the FMS coordinating station described in Section 3.2. The single CS
also becomes the master reference for network synchronisation and the coordinator for
station affiliation and network connectivity.

A single CS architecture may, in some circumstances, be considered vulnerable to
ECK, but it should be remembered that all stations are identical and, if affiliated to
the network, will have a common engineering data base (Section 4.4). Thus the CS role
may be transferred from site to site in the network either when an existing CS becomes
ineffective, or at regular intervals according to a prearranged sequence.

A second disadvantage would arise if certain stations in the network are unable to
receive transmissions from the single CS. This is unlikely to occur at HF but the
system design does provide for optional relaying of control messages by the other FUS
stations.

4.3 Network Management Channels

Network initialisation and late entrant affiliation can only be achieved
efficiently in terms of spectrum usage and time if a common set of network management
channels are pre-stored at all stations prior to deployment. These channels should be
distributed across the HF band and should be sufficient to cover the majority of
propagation conditions. All stations which are not affiliated to the network will scan
these network management channels, using their local receivers, until a broadcast signal
is received from the CS.

The network management channels are part of the set used for the FMS scan (Figure
2.1). Mutual interference between FMS and NUS transmissions is readily avoided by time
scheduling at the CS. The network management channels are not normally UZ-d as traffic
channels as this would lead to co-channel interference problems.

The CS is able to use data gathered from the network FMS sounding routines to save
time by choosing preferred management channels for its control transmissions. Stations
not affiliated to the network will not be aware of this choice and must therefore scan
the total set.

4.4 gagineering Updates

Stations affiliated to the network will receive regular engineering updates in the
form of messages broadcast by the CS at known times. These updates contain FMS
information (correction factors and calling channel assignments), a time reference,
active station list and control instructions. Error correction and diversity techniques
are used to ensure the reliable distribution of engineering data.



12-5

5 LINK MANAGZMZNT 8UBSYSTEM

5.1 Link Management Overview

Link level FUS, which effectively provides an automatic and adaptive channel
selection procedure, has already been described in Section 3.4. Link management also
requires a robust protocol for establishing a call to the required destination (or
destinations) which is effective even in adverse conditions and which does not itself
cause interference tc other users in the network.

The management of a call in progress is essentially the operation of a secure and
efficient data link protocol which achieves the required balance between traffic
throughput and data integrity.

5.2 Call Placement Procedures

A rapid and reliable call placement procedure is an essential factor in providing
adequate network capacity and in achieving efficient equipment usage at busy stations.
Considerable attention has been paid to this aspect of the system design and in
comparing the various techniques available.

In any dynamic radio network, stations in the idle mode must listen on one or more
channels and await a call offer. In most systems a successfully received call offer
will lead to a subsequent call transmission on the same channel. Once a call is in
progress the channel is unavailable for further call offers or calls and indeed if the
channel is inadvertently seized by another station, co-channel interference will result.

It is more efficient, in a network in which a number of calls must be handled
simultaneously, if idle stations scan a number of channels looking for call offers. In
a large network, time is then wasted visiting channels which have already been seized
for traffic. There is also a significant risk of interference due to stations offering
calls on channplq which they have failed to detect as occupied.

One possible remedy would be to subdivide the network into station groups and to
assign a channel or small set of channels to each group. This reduces the scan time for
idle stations and speeds up call placement. However spectral efficiency is reduced
because unused channels in one part of the network cannot be made available for use in
more congested areas. In addition, call delivery times would increase because calls
would be delayed due to the lack of a channel, even though the destination is available.

In large networks, the solution is to separate the calling and message transfer
transmissions by assigning dedicated calling channels which are not used for traffic.
This immediately removes the possibility of call offers interfering with existing
transmissions and, because the calling channels are relatively uncongested, call
placement becomes rapid and reliable.

Stations in the network continuously scan a set of calling channels awaiting a call
offer. A station wishing to place a SAM call transmits an offer message on each of the
calling channels in turn until an acknowledgement is received from the destination.
Immediately a successful handshake is completed on a calling channel the call set-up
transfers to the active sounding of candidate traffic channels.

For MAM calls, the source station transmits unacknowledged but similar call offer
signals on each of a set of 5 calling channels and then begins trial transmissions on
each of the candidate traffic channels. A different procedure is required for MAMs
because the call is offered to multiple destinations. By offering the call on each
calling channel there is a high overall probability of contacting each available
destination and it is then possible to dispense with acknowledgements. This saves
considerable time and reduces the loading on the calling channels.

5.3 Data Link Protocol

This paper has already described the selection procedures which aim to set up calls
on channels which will propagate over the required link or links and which will not be
blocked by noise or interference. Almost inevitably at HF, conditions on the chosen
channels will suffer fading and time varying interference and it is essential that the
chosen data link protocol should offer a high degree of protection against these
effects.

A fixed strategy, designed against worst-case conditions, would be highly
inefficient, especially in Western Europe where co-channel interference is such a
dominant factor. The adopted approach has been to design a protocol which achieves a
constant (high) level of data integrity while adaptively varying data throughput in
response to perceived changes in channel condition.

H channels are well known to be characterised by good periods (low error rate)
interspersed with periods of markedly poorer conditions (high error rates). Both fading
and co-channel interference cuntribute to these time-varying properties which have been
widely observed on the trials link. Interference profiles reported by Gott (2) show
that fine features change on a timescale of (Is (coherence approximately 0.25s) while
major features persist rather longer.
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In the network described in this paper, equipment constraints and spectral
efficiency demand single channel simplex operation. A new hybrid Forward Error
Correction (FEC)/Automatic Repeat Request (ARQ) protocol has been implemented with
variants optimised for SAM and MAy calls.

Message characters are first protected using a short block code. Groups of
codewords are assembled into numbered repeat blocks which represent the shortest message
segments wLich can be repeated in the ARQ protocol. The repeat block length represents
a trade-off between the overheads required to number and identify blocks and the wasted
capacity in retransmitting a proportion of correctly received codewords within otherwise
corrupted blocks. A bit-interleaving algorithm is employed to spread burst errors due
to rapid fading and impulsive noise. The interleaving depth is also chosen with regard
to the statistics of error burst duration typical of HF chaanels (3). The majority of
bursts are spread such that the coding corrects the corruptions. Longer bursts, which
would require deeper interleaving for immediate correction, are constrained within
blocks and ARQ operation provides correct versions. This combination of an interleaving
strategy (no throughput penalty) with an efficient random error correct/detect code is
effective on HF channels which are characterised by error bursts and intervening random
errors.

The repeat blocks are assembled, together with header information, Into forward
transmission packets lasting approximately 20s. In SAM calls a short, highly protected
acknowledgement is sent by the destination station, following each received packet,
requesting repeats where necessary. A time frame of 20s allows a timely response to be
made to gross changes in channel conditions. To improve efficiency in MAM calls,
several 208 forward packets are concatenated before the destinations are given an
opportunity to respond.

During the detection process only part of the power of the block code is used to
correct errors, the remaining power being reserved for detecting a greater number of
errors which cannot be located. This further error detection is the first level input
to the ARQ protocol. At high channel error rates, errors may escape detection and
therefore affect message integrity. To guard against this a logical decision mechanism
can request repeats of suspect message sections.

An intelligent overlay strategy is used to compare repeated blocks with the
originally received version. Even where both versions contain detected (but
uncorrectable) errors in the constituent codewords, so long as these do not coincide,
the valid portions of each are combined to produce a wholly correct block. Again this
matches the error patterns found on HF channels and means that more than one repetition
of a block is most unusual.

Finally, for SAM calls, the ARQ protocol will request adaptive changes of
transmission rate (every packet if necessary) to combat gross and prolonged changes in
channel conditions and ultimately will request transfer to a new channel if the existing
one fails.

Figure 5.1 summarises how the data link protocol offers a graded response as the
channel deteriorates.

5.4 Performance of the Data Link Protocol

The HF trials link includes an implementation of the full FEC/ARQ link protocol,
including the facility for adaptive changes of data rate.

As an illustration of a) how the channel conditions can change dramatically over
very short periods and b) why coding is justified, Figure 5.2 shows the bit error rate
per block measured during a single message. The average channel bit error rate is
measured to be 1%, a figure often quoted as typical of HF channels although it is
immediately obvious that the error distribution is far from Gaussian and hence such
figures should be treated with obvious caution. In this example, on three occasions the
error rate resulted in detected (ie uncorrectable errors) necessitating block
repetition. It is noticeable that even in the case where the error rate rose to 50%,
the next block was error free indicating the volatility of channel conditions. Further,
for all the other blocks sent, FEC overcame the corruptions on the first transmission.

Analysis of trials results shows that the average throughput over a 24 hour period
(measured over many continuous 24 hour periods) is equivalent to a continuous 32,800
characters per hour in the final system (64 bits/s net) against a maximum possible
53,000 characters/hour. With his throughput the character error rate has been
maintained at better than 1 in 10

8 COmL8U81011

From a careful analysis of the system constraints, and a thorough understanding of
the propagation and interference characteristics of HF channels, it has proved possible
to design an automatic and adaptive network. Low cost processing power has been used
throughout to replace traditional operator skills, and extensive link trials have
demonstrated a high level of performance which could not be achieved in a manual system.
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A unique opportunity has been exploited to design, from fundamental principles,
Frequency Management, Network Management and Link Management subsystems in an integrated
design, which will provide a robust, reliable and yet low cost solution to a wide
variety of user requirements.

Extensive link trials have provided early validation of key aspects of the system
design.
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SUMMARY

The paper describes two 75 bits/sec modems which are able to operate in the presence of
severe interference from other HF users, frequency selective fading, and noise. One
modem is a frequency hopper (with a total bandwidth of about 200 kHz in our case), and
the other occupies a single voice channel.

INTERFERENCE PARAMETERS

Statistical properties of spectral occupancy on short range (1000 km) HF links have been
studied by Dutta (1), who examined many 50 kHz sections of spectra for fixed users. One
aspect of this work was the introduction of parameters that provide a basis for
determining the performance of communication systems in the presence of HF interference.
An important but elementary parameter is a measurement of occupancy called
congestion', which is defined below.

Congestion, Q, is the probability of finding, by random, a given bandwidth within each
50 kHz spectrum, where the average interference level exceeds a defined threshold.
Dutta initially chose the bandwidth to be 100 Hz, and the threshold level to be -125
dBm.

Examples of congestion values are summarized in table 1. These re3ults were taken over
a period of one week, approximately at the winter solstice, during a period of low
sunspot activity. The antenna was an active horizontal dipole.

It is evident that congestion was consistently high at night and dusk as indicated by
the low value of standard deviation with respect to the mean. It was less at dawn, and
at frequencies near the OWF during day, and least at daytime at frequencies well below
the OWF, where the non-OWF frequency indicated is halfway between the OWF and the LUF,
for 1000km range. This latter point suggests that it may be better to operate below the
OWF during the day, and accept some loss in propagation quality in exchange for less
interference from other users.

RELEVANCE TO DATA TRANSMISSION

The parameter congestion may be used to determine the probability of HF signals avoiding
interference, assuming that such signals may be placed anywhere within each 50 kHz
spectrum examined. Since the spectral measurements were made with a resolution
bandwidth of 100 Hz, the analysis is restricted to slow rate data signals (50 - 100
bauds) which use such bandwidths.

For example, the probability of finding a 100 Hz bandwidth for a slow rate DPSK signal,
where the interference is less than -125 dBm, is simply equal to I-Q. This is defined
as the availability of the signal.

Similarly, for frequency exchange keying (FEK), where the frequency shift exceeds about
IkHz, which is sufficient frequency separation for the tones to be affected
independently by interference (1), the availability is (I-Q)2.

For FEK with a frequency shift significantly less than I kHz, the tones will not be
affected independently by the interference, and the availability will be greater than
(I-Q)2. For example, for a frequency shift of 85 Hz, values of availability have been
determined experimentally (2) and are plotted along with those for DPSK and wide-shift
FEK in figure 1, for the range of measured congestion values. Figure I shows that
narrow-shift FEK is only marginally worse than DPSK.

THE USE OF FREQUENCY DIVERSITY

The application of the parameter congestion has been extended to the availability of
robust formats with a high level of frequency diversity. For example, if M diversity
tones are transmitted simultaneously, with at least 1 kHz separation between adjacent
tones, then the probability that at least two will be received free of interference is
given by (2)



1 3-2

P(2,M) = 1 - QM- M(I-Q)QM-1

The significance of at least two tones being interference free is that frequency
diversity is preserved, and protection achieved against frequency selective fading,
after the interfered tones are rejected. For M = 6 and Q = 0.5, P(2,6) = 0.9, inferring
a 90% availability in severe congestion.

AN ADAPTIVE FREQUENCY HOPPING MODEM

SIGNAL FORMAT

Thus a signal format which may be expected to operate well in interference could
comprise of 6 narrow-shift FEK pairs, with I kHz separation between adjacent pairs, as
shown in figure 2. Narrow-shift FEK is preferred DPSK because it is easier to
implement, and more robust in operation.

To obviate the problem of total signal loss in severe and unfortunately structured
interference, the 6 tone pairs may be hopped in frequency. The signal format will then
encounter the average congestion value across the hopping bandwidth. If the tone pairs
are hopped as a single group, then a 6 kHz hop in carrier frequency would ensure
uncorrelated interference conditions, and the use of forward error correcting codes
would protect data on hops where 5 or 6 tone pairs may be lost.

It is important that severe interference is not permitted to enter the decision cir'cuit
of the detector. This may be achieoed by examining the interference spectrum on each
hop, prior to transmission occuring on that hop, and rejecting those FEK signals which
are interfered with, when data is subsequently received on that hop. This 'look ahead'
interference analysis technique may be realised by a second receiver, which hops one
step ahead of the main receiver, and whose purpose is to examine interference only (3).

The FEK tones may be phase locked to give a lower peak-to-average power ratio than might
be expected from a conventional parallel tone format. Indeed, by correct phase locking,
the peak-to-average power ratio of the 6 transmitted tones may be reduced from a worst
case value of 10.8 dB, to a value of less than 6 dB (2).

THEORETICAL DIVERSITY PERFORMANCE

The theoretical performance of a square-law combiner has been derived for binary
non-coherent FEK in slow Rayleigh fading and white Gaussian noise, the probability of
error being given by (4)

M-1

Pe(M) = 7 (2M-I)!(-l)
m  (2+x)

" m

(M-l)!(M-l-m)!m!(M+m)

m=0

where M = number of diversity branches

x = long-term average normalised SNR per diversity branch a

The analysis may be extended to the sixth order diverv ty excision detector (2). This
includes the effect of interference, and gives the 'probability of error after excision
as

Px(6) = 0.5Q 6 + 6(1-Q) Q5 Pe(1) 4- 15(1-Q)2 Q4 Pe(2)

+ 20(1-Q)3 Q3pe(3) +-15(l-Q) 4 Q2Pe(4)

6 % a+ 6(I-Q)5 Q Pe(5) + (l-Q)6pe(6)

This is plotted for various values of congestion in figure 3.

While it may be necessary to operate wibch 6 channels for Q = 0.5, lco'er redundancy Ps
acceptable at lower-congestion. For Q = 0.1, fof example, dua] oiversity is sufficient,
and hence the data rate may be incAeased by a fator of 3.. It is thus possible to
operate with an adaptive data rate chosen relative to the severity of interference.
This is simplified because the average values of corniestion are [,redictahle.
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HF LINK TESTS

A frequency hopping modem with 6 FEK channels has been tested at low power on an 800 km
HF link (5), when it was compared with a standard FEK system (75 bauds keying rate,
single tone pair, 850 Hz frequency shift). Messages of about 2000 bits were transmitted
alternately via the standard FEK modem, and via the frequency hopper. The hopper used
30 hops, each representing a 6 kHz increment in carrier frequency, and of duration I
second. The sixth-order diversity format was thus incremented uniformly once only
across a total bandwidth of about 200 kHz during the message transmission. This is a
simple hopping pattern, but the hopping parameters are largely arbitrary.

Figure 4 shows very severe interference across a bandwidth of 200 kHz, with the
frequency hopping signal indicated where it fell, on one specific hop, into a gap in the
interference spectrum. The spectrum has been measured rapidly (500 mS) with a wide
resolution bandwidth (1 kHz), and the fine resolution of the spectrum gaps is therefore
not visible. The reason for such measurement parameters is that the hopping period was
1 second, and therefore the hopping signal will be caught on a single hop position by
the 500 mS sweep. It can be seen that the hopping signal leel is much lower than the
majority of interference peaks - about 50 dB below the maximum value - but frame
synchronisation was acquiied and the message error rate for this particular example was
about 0.1.

The hopper has a different type of performance to that of the standard FEK signal. In
particular, the FEK signal tends to have good performance in the absence of significant
interference, and very poor performance in the presence of severe interference. The
hopper on the other hand cannot encounter severe interference for the whole message and
tends to have a low error rate under severe interference conditions, although zero error
rate per 2000 bit message is not frequently achieved.

This type of performance is illustrated in the example of results shown in figure 5.

This plots the error count for each 2000 bit message against number of messages for both
the standard FEK system and for the hopper, over about a two hour period. The FEK
signals and hopping signals were interleaved in time, and were transmitted at an equal
everage power.

Forward error correcting codes are effective on the hopping format, since the error rate
is not typically very high. Also the errors typically occur in bursts of duration equal
to the hopping period, so that the degree of interleaving becomes self evident.
Excellent improvement has been achieved using the Golay (23,12,3) code, interleaved
relative to the hopping boundaries (5).

CONCLUSIONS ON THE FREQUENCY HOPPER

The signal design for'the adaptive frequency hopping modem has been derived by using
elementary parameters of HF interference, and the V-ink test has confirmed that the

:.adaptive hopper offers a method of achieving useful communication under very severe
interference conditions, without the use of a control link. The frequency diversity
also offers'good performance in fading.

AN ADAPTIVE CHIRP MODEM

INTRODUCTION

'A second adaptive modem uses differential phase shift keying (DPSK) -f swept frequency
chitp signals (.6,7). The data rate is 75 bits/s and the swept bandwidth is 2.7kHz,

,occupying a voice channel.

The DPSK forn#at and etector are shown in figure 6 (7). The detector includes an
adaptive filter which can selectively reject parts of the signal spectrum. This is
fo'llowed by a conventional matched filter ror the chirp signal, which in turn is
followed by the differential phase measurement.

The detector also i hcludes an inte'ference assessor, which measures interference levels
*in each of 16 contiguoui sub-channels, spread uniformly across the voice channel.
Sub-channels containing severe interference are then omitted from the overall adaptive
filter response, thu's suppressing thEr interference and the corresponding parts of the
chirp signal spectrum. However, in severe interference, the signal to interference
r-atio will be enhanced, and thus the rejection will reduce the error rate when the power
spectral density of set-re irterference within the voice channel is significantly
rion-uniform.

CHIRP tIGNAL PARAMETERS

Start frequency =_300Hz
Stop frequency =73000Hz

Sweep F = 2.7kHz
Bit duration T = 13.3ms

Processing g~in FT = 35.94 (15.6dB)
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CHIRP SIGNAL DETECTOR

In the initial implementation of the chirp detector of figure 6, the interference
assessment is achieved prior to chirp signal transmission, and the rejection
configuration remains unchanged during the 2000 bits of each chirp message. Thus the
interference assessment filter and the adaptive rejection filter are not needed
simultaneously, and may be synthesised by the same transversal filter.

The assessment of the interference takes place at the beginning of each message. Each
of the 16 contiguous rejection filter responses is loaded in turn from the
microprocessor memory into the transversal filter memory. The interference level at the
output of each of the 16 filters is determined, and stored. The microprocessor then
computes the rejection pattern required, and synthesises the required network.

EXCISION NETWORK

The system uses 512 point programmable transversal filters to achieve rejection and
matched filter operations. Interference rejection in excess of 50db is achieved with a
linear phase characteristic and low passband ripple.

Examples of rejection responses are shown in figure 7. The effect of the notches is to
disperse the energy of the compressed pulse. However, this is generally accommodated in
the integration window at the multiplier output of the differential phase detector of
figure 6, together with multipath components. In white noise only, the use of a wide
integration window degrades the system (2), but with multipath propagation, multipath
components will be coherently combined in the resultant integration, with their
amplitudes squared, which is advantageous.

In the experimental system, an integration window of 3.3ms was used. In white noise
alone and with no rejection, this gives the chirp system a performance which is
approximately equal to that of the non-coherently detected FEK signals. Ideally of
course, the DPSK chirp has a 3dB advantage over non-coherent FEK in noise.

CHIRP MODEM LINK TESTS

The system is being tested over a 170km sky-wave HF link, in which 2000 bit chirp
messages are interleaved with frequency exchange keyed (FEK) messages. The FEK detector
incorporates no interference rejection, and the received chirp signals are detected both
with and without rejection.

Without rejection, the overall chirp performance is worse than that of FEK. This is
because the processing gain of the chirp signal is typically too small to give useful
rejection of interfering signals falling within its bandwidth. With rejection, the
overall performance of the chirp system is better than that of FEK.

The transmitter power is almost always less than lw, and occasionally as low as 20mw, as
measured at the input of a Racal RA1003 Difan wideband antenna.

The receiver is a Racal RA1792 fed by a wideband active horizontal dipole antenna. This
antenna is close to the ground, and has a polar diagram appropriate for the reception of
high angle skywaves.

PRESENTATION OF RESULTS

The field trial results are displayed as accumulative error curves, an example of which
is given in figure 8. This displays the total number of errors against number of
messages received for a 2 hour test period. In addition, the adaptive filter response
is indicated for each message, by a chart below each set of error curves, and which
follows the same time scale as the error curves. For these filter response plots, a
indicates that the frequency slot in question, (I to 16), was removed from the overall
response, whereas a '-' signifies inclusion. The corresponding FEK mark and space
frequencies (m and s), are also indicated.

The system having the best performance is that which possesses the longest, lowest, and
most flat curve. This signifies a good syncronisation performance (the length of the
plot indicating number of messages for which synchronisation was achieved), togeiher
with a consistently low error rate.

The interference spectrum is often remarkably stable with time, with virtually identical
rejection patterns being determined for periods up to 2 hours. However, figure 8 shows
more variable interference conditions, when continuous assessment of the interference
and more frequent updating of the adaptive filter would be advantageous.
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CONCLUSIONS ON THE CHIRP MODEM

The excision of interfering signals from within the swept bandwidth of a chirp signal
has been achieved on an experimental HF link, using modern signal processing techniques.
In comparison to FEK, the adaptive chirp system is instrumentally cimplex, and the use

of DPSK implies further complexity due to the requirement of accurate mixer oscillators
for signal generation and reception. However, the adaptive chirp system seems to
reliably overcome the two main problems of HF data transmission, namely, interference
from other users, and multipath propagation.

The modem also has the property of being able to coherently combine multipath components
which fall within the detector integration window, weighted by the square of their
amplitudes, although this advantage must be traded against reduced performance in
additive white Gaussian noise.

An important improvement which has now been realised is the continuous assessment of the
in-band interference during chirp signal reception, and the frequent updating of the
adaptive rejection filter, also during chirp signal reception. Also, further work which
has reached an advanced stage, is an increase of the data rate to 600 bits/s.
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congestion standard deviation

Dawn (OWF) 0.06 0.025
Day (OWF) 0.26 0.10
Day (non OWF) 0.09 0.11
Dusk (OWF) 0.43 0.15
Night (OWF) 0.46 0.06

Table 1 Experimental values of congestion

(OWF infers 1000 km range)

availability

DPSK

0-5

narrow-shift FSK

wide-shift FSK

0
0 0.1 0.2 0.3 0.4 0.5

congestion Q

Figure I Availability of several signal formats
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Figure 5 An example of the comparison of standard two tone FEK
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SUMMARY

The current status of H.F. communications system design is reviewed. Attention is
given to the constituent components of H.F. systems. The need for automatic system
control and frequency management is presented. A new method of in-band R.T.C.E. is
described and a proposed co-channel interference model is included. A formalised H.F.
systems design philosophy is presented in order to achieve optimum performance in noise
and interference environments, and compatibility with other types of communication
system.

1. INTRODUCTION

1.1 Overview

Currently, the majority of H.F. radio communication systems are controlled by human
operators. Control data is supplied via long-term, off-line channel analysis procedures.
Such communication systems operate with limited or no adaptivity, e.g. fixed transmitter
power, a single modulation format, and a fixed transmission rate. System control and
frequency management exercised using these techniques is non-optimum, as is outlined
below ( Darnell, 1986a ).

The channel capacity of an H.F. link can vary frnm tens to a few thousand of bits/s
within a short time interval. A non-adaptive control regime cannot react to , or
exploit, these variations. Periods of high channel capacity would thus be wasted. Also,
human operators are prone to errors and have a slow response to changes in path
conditions. This again results in wasted capacity.

Long-term, off-line channel analysis procedures give reasonably accurate monthly
median parameters predictions for a path. However, significant departures from these
monthly values can be expected on a minute-to-minute or second-to-second basis. Thus a
system will not be operating efficiently if it relies upon such long-term predictions
alone.

There is no adequate model of man-made, co-channel interference, which can be the
limiting factor on system performance in spectrally congested, mid-latitude regions.

In order to manage an H.F. communications link efficiently it is necessary to employ

automatic frequency management and system control techniques via

1) Embedded propagation, noise, and interference models.

2) Embedded real-time channel evaluation ( R.T.C.E. ) techniques.

3) Adaptive system components to facilitate variation in transmission and
reception parameters, e.g., transmitter power, modulation format.

Effective system control and frequency management also requires the integration of
the above components in a structured and systematic way. This will facilitate easier
maintenance, and will allow testing of new system components and c-ntrol methods. Such
an approach may also allow compatibility with other communication systems to be
achieved. This paper describes a structured approach to H.F. communication system design
in order to incorporate the above features.

The overall system heirarchy adopted is that of the International Standards
Organisation - Open Systems Interconnection (I.S.O.-O.S.I) 7-layer model for data
transfer between computers. In the proposed H.F. system, the individual layers of the
O.S.I. model are each implemented as an Expert System. This design philosophy allows
modularity to be achieved at macro and micro layer levels. As stated in the above
paragraph such a structured approach will allow easier testing of new channel analysis
and prediction methods, interference models, system compc -nts etc. in order to combat
the harsh noise and interference environment associated with H.F. radio communication
links.
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1.2 Description Of The Paper

Section 2 outlines the current status of embedded analysis techniques. Section 3
looks at the updating of such models via passive and active channel measurements.
Section 4 describes the current status of embedded R.T.C.E techniques with attention
being given to the various types. Section 5 outlines a new and potentially effective
method of in-band R.T.C.E., called Template Correlation. Section 6 deals with the
current status of co-channel interference models. Section 7 presents one such model with
system design applications. Section 8 attempts to integrate the above elements of H.F.
communication system design in a structured and effective design methodology involving
Artificial Intelligence techniques.

2. CURRENT STATUS OF EMBEDDED ANALYSIS TECHNIQUES

The nature of embedded analysis procedures and the current 'state of the art' are
given by ( Bradley, 1979 ), and (Thrane, 1986 ). A description of the curient status of
such techniques now follows.

In order to control H.F. sky-wave communication links successfully, it is necessary
to be able to predict propagation, noise, and interference conditions. Such channel
assessment is carried out by channel analysis procedures and models. Currently, these
models perform predictions via a combination of information from large databases of
ionospheric measurements and empirical equations governing the behaviour of the
ionosphere, coupled with models of the ionosphere. The databases are compiled by large
international organisations , such as The International Union Of Radio Science
(U.R.S.I.) or The International Radio Consultative Committee (C.C.I.R.).

The output of analysis procedures is in the form of monthly median estimates of
path parameters as a function of time or frequency, or both, e.g., maximum usable
frequency (M.U.F.), signal strength, signal-to-noise ratio. Often a statistical measure
of circuit reliability is provided e.g, predicted signal-to-noise ratio versus required
signal-to-noise ratio. Noise and interference data is provided by means of a database of
measurements for the time of year, sun-spot number, site classification (urban or rural)
etc. An example output from an analysis procedure is shown in Figure 1. Examples of
current analysis procedures are IONCAP, MUFLUF, FTZ, LIL 252, and MINIMUF. They vary in
size, accuracy, and execution speed.

The limitations of current models are

1) They are derived from limited databases.

2) They treat effects such as sporadic E, and sudden ionospheric disturbances
S.I.D. ) in a simplistic manner.

3) There is no adequate method of modelling co-channel interference.

4) Output is in the form of long-term, monthly median figures.

The H.F. medium is time varying as explained in Section 1. Hence a further
requirement for such models is that they should possess the ability to be updated via
link specific data from, for example, real-time channel evaluation routines. More is
said about this in Section 3 of the paper.

The term "embedded" implies that the channel analysis procedure should be of a size
that is compatible with incorporation into the overall control algorithm. Hence, large
and complex procedures requiring correspondingly large computing resources for execution
are not considered to be useful in this context.

3. POTENTIAL FOR UPDATING OF CHANNEL ANALYSIS MODELS

As stated in Section 2, one limitation of channel analysis procedures is that they
use information from limited databases when making predictions. For any specific H.F.
radio communication link (other than that from which the data was derived), it is
necessary to increase the accuracy of such predictions.

One method of enhancing the accuracy of analysis procedures is to update them via
specific channel measurements. An example of this is described by ( Uffelman et al, 1984
). The method of updating a propagation analysis model in this example is outlined
below.

Chirpsounder data from several oblique sounders is used to measure the M.U.F.
between the base station and the sounders. A comparison is made between the measurements
and the predictions from the propagation prediction procedure. The predicted M.U.F.
curve is then made to match the measured M.U.F. curve for a point in time by iteratively
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altering the input sunspot number to the prediction routine. This so-called "pseudo
sunspot number" is then used for all predictions until the next update, 24 hours later.

The results from this example show that the error between predicted and actual
M.U.F. can be reduced to that of the numerical error associated with the prediction
algorithm used. The following improvements to this technique are suggested by the author

1) Make use of known broadcast stations to provide M.U.F. data via passive
monitoring of the station's frequency allocation. Figure 2 illustrates this
point. Ionospheric conditions are relatively stable over periods of up to one
hour. If broadcast stations were monitored approximately up to 1-2 hours
earth's rotation to the east, it should be possible to estimate the M.U.F.
between the passive receiver and the broadcasting station. Thus estimation of
ionospheric conditions could be achieved up to one hour before they occur.

2) Investigate the use of parameters other than sunspot number for manipulation
when updating the analysis model.

3) Update more frequently then once every 24 hours. This should further improve
the accuracy of the prediction.

Other methods of updating channel analysis procedures and models include time and
frequency shifts of M.U.F. profiles. This again requires measurement of the actual
M.U.F. to be made.

4. EMBEDDED R.T.C.E. TECHNIQUES

4.1 Introduction

The current status of embedded R.T.C.E. techniques is described by ( Darnell, 1986b
). R.T.C.E. is the name given to the process of path parameter identification and
modelling. It has been shown to be a pre-reguisite for optimal H.F. communication system
control. Embedded R.T.C.E. requires that the R.T.C.E. algorithms are incorporated into
the system at the design stage, and that they use the same R.F. units and antennas as
the actual communications traffic. This type of R.T.C.E. is thus more economically
viable than R.T.C.E. systems involving dedicat-d equipment.

Long-term, off-line channel analysis procedures cannot provide communication circuit
parameter forecasts for H.F. communications where high reliability and availability are
a requirement, as they have several important limita4 )ns (see Section 2). Such
requirements call for accurate characterisation of the coriiunication path in real-time.
This can be provided via embedded R.T.C.E.

4.2 General Points

1) The t-rm "real-time" implies that the measured channel parameter values are
updated at incervals less than the overall response time of the communications system to
control inputs.

2) The output must be in a form that is meaningful to the overall control algorithm.

31 Both propagation and noise/interference data should be produced by the R.T.C.E.
algorithm.

4) An R.T.C.E. algorithm should give information on the optimum working -equency

O.W.F. ) and optimum start and finish times for transmission.

5) The R.T.C.E. algorithm should make -se of the "other than normal" propagation
modes, e.g., sporadic E, and meteor burst.

6) The channel modelling method employed should be appropriate to the class of user.
fience the model for 75 bits/s telegraphy will be less complex than that for 2.4 kbits/s
digitised speech.

A generalised R.T.C.E. algorithm is shown in Figure 3.

Embedded R.T.C.E. algorithms tend to be of two types :-

- Thos,2 operating within a limited set of channels assigned to a system for
communications purposes.

- Those operating within a given assigned channel.

There now follows an overview of the varlIus methods of R.T.C.E.
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4.3 R.T.C.E. Algorithms

When choosing an R.T.C.E. algorithm, the following points should be considered

1) Can the necessary R.T.C.E. input information be gleaned from the normal
operating signals for the communications channel ?

;) If mixing of R.T.C.E. signals with traffic signals is required, what
proportion of the transmission power, bandwidth and time will these occupy ?

3) To what extent can passive, rather than active, R.T.C.E. techniques be
employed? (such techniques reduce spectral intrusion.)

The R.T.C.E. algorithms presented below have been divided into two groups

- Alternative channel R.T.C.E.

- Current channel R.T.C.E.

Alternative channel R.T.C.E involves the assessment of the communication system's
other frequency assignments. These techniques involve active probing of the channels.

Current channel R.T.C.E. involves the assessment of the channel that is being used
for communication purposes. It is advantageous if the channel evaluation information can
be derived from the normal operating signals of the channel. The following points apply
to current channel evaluation :-

1) Assessment of the current channel in use relative to the other communication
channels must be performed.

2) The optimum positioning of signals within the channel needs to be
determined.

3) The optimum signal processing to be applied to a traffic signal for
transmission over the channel must also be determined.

4.3.1. Alternative Channel R.T.C.E

CHEC - CHANNEL EVALUATION AND CALLING

This was developed for mobile-to-base communications. On each of the assigned
channels a five second probing sequence is radiated from the base station containing a
selective calling code, data on the average noise level at the base in the channel, and
a C.W. section (see Figure 4). The remote receiver is alerted by the calling sequence
and it uses the noise data and the C.W. section to compute the average signal-to-noise
ratio for it's own transmissionF to the base (assuming propagation reciprocity, and
allowing for the differences in antenna gains and transmitter powers). The optimum
channel is thus defined to be the one with the highest predicted signal-to-noise ratio.
In practical trials, this method gave significant improvements in channel availability
and reliability. There are now many similar systems, e.g., RACE and ALQA, which give
multi-parameter analysis of channels.

R.T.C.E. BY PILOT TONE MEASUREMENT

A simple C.W. pilot tone is inserted at a suitable position within the channel
bdndwidth. At the receiver the pilot tone is detected in a narrow band-pass filter. It's
phase variations are analysed over a period of time, and use is then made of theoretical
relationships between phase instability and data error rate to infer the suitability of
the channel for various types of traffic. This method is intended to be used for
mobile-to-base station transmissions. The same assumptions are made 3s for the CHEC
system (path reciprocity, and allowance for different effective radiated power of the
base station and the mobiles). It's main advantage is it's simple implementation.
However, the time required for channel evaluation is relatively long.

R.T.C.E. BY ERROR COUNTING

A digital sequence which is known at both transmitter and receiver is sent over the
channel . The number of errors occurring at the receiver is counted. The optimum cnannel
is thus the one with the lowest error count. Again reciprocity of propagation is
assumed. This technique requires synchronisation of both ends of the link in terms of
time and frequency. It can be used together with most forms of communications traffic.
The main disadvantage of this method is the time taken to accumulate R.T.C.E. data in
low data rate systems. This can be overcome to some extent by a technique known as
"pseudo-error counting". This uses an over-sensitive detection method so that the error
rate used for error analysis is greater than that for the artual traffic. The accuracy
of this method can be improved by use of soft-decision thesholds.
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4.3.2 Current Channel R.T.C.E.

It is advantageous if R.T.C.E. data can be derived from normal operating signals in
the channel to allow assessment of the channel currently in use. This section describes
such R.T.C.E. algorithms.

IN-BAND R.T.C.E.

Each 3 khz-wide channel is monitored and periodically the channel spectrums are
obtained. Regions of lowest power content are then looked for and labelled as being
useful for reception if the received power level is below a threshold value. This is a
useful technique when the signal format employed divides the channel into sub-channels,
e.g. with multi-tone F.S.K. For F.S.K. systems, individual sub-channels can be evaluated
when the tone corresponding to that sub-channel is switched off.

R.T.C.E. IN A.R.Q. SYSTEMS.

Here the number of packet repeat requests in a time interval is used as a measure of
the channel's quality.

R.T.C.E BY TRAFIC SIGNAL MODIFICATION

This method adds extra error control redundancy to the data by encoding into
codewords which are designed to yield R.T.C.E. information at the error control decoder.

R.T.C.E. BY ASSESSMENT OF SYNCHRONISATION QUALITY

In order to achieve synchronisation of transmitter and receiver, a synchronisation
preamble is often included at the start of each transmission period. This usually takes
the for of a digital sequence with a highly impulsive autocorrelation function, e.g. a
Barker Eequence. The level of the correlation peak from such a pre-amble can be used to
provide channel evalution data.

4.4 Summary - The Potential Advantages Of R.T.C.E.

The potential advantages of R.T.C.E. can be identified as

1) The elimination of channel analysis procedures and models for operational
purposes. They are however still required for planning and initial start-up.

2) It can characterise co-channel interference to some extent.

3) Effects such as sporadic-E, and meteor-burst can be included in the channel
analysis.

4) Due to the 'real-time' nature of R.T.C.E., it facilitates use of channels higher
in frequency than the predicted M.U.F. from off-line channel analysis procedures. Thus,
spectral congestion is reduced.

5) It provides an automatic, computationally-viable method of ranking channels.

6) It allows more efficient usage of transmitter power, which in turn reduces
spectral pollution from spurious component generation eff4cts.

) IL provides data for adaption of the communication system.

5) TEMPLATE CORRELATION - A NOVEL METHOD OF IN-BAND R.T.C.E.

A new method of channel selection and signal optimisation is described below.

5.1 Introduction.

Many channel evaluation routines assess occupancy on an allocation-by-allocation basis,
using say 3 kHz as the frequency resolution of the assessment. However, it has been
shown that H.F. band co-channel interference is predominately narrow-band in nature (
Gott -t al, 1983 ), i.e., less than 3 kHz wide. Thus it uay be that potentially useful
channels will be discarded as being occupied when they actually possess significant
amounts of spectral space. This would be particualrly true of channels containing high
power or broadcast transmissions. Thus there is good reason for assessing the
suitability of a cannel to pass traffic, at a sub-channel level. A technique known as
'Template Correlation' has this capability.
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5.2 Theory Of Template Correlation.

It has been shown that for maximum information rate over a noisy channel, the power
spectrum of the signal should be adjusted so thaZ sum of the signal and noise power
spectral densities is frequency independent (Goldman, 1.953). The proof of this theorem
is included in"Appendix 1, and the principle is illustrated by Figure 5.

Hence to achieve maximum information rate one should shape the signal so that it has
greatest special density where the noise spectral density is least. The probf of this
theorem (shown in Appendix 1) states that the sum of the spectral dinsities should be a
constant. If the noise power spectral density becomes-greater than the constant value,
then in order- to satisfy this theordm, the signal spectral Oensity would have to have a
negative value. In practical terms this is clearly a nonsense. Thus, to apply this
theorem, regions of high interference should be avoided completely, and the signal
spectrum should be shaped into regions of lower interference. Figure 6 illustrates this
point. ,

For a practical communications system there is the problem of establishing points in
a noisy channel where the noise spectrum is catched to the modulation format in this
way. An original method of locating such positions termed "Template Correlation" has
been developed. The principle of this is outlined below.

Consider tb e situation where it is required to position a signal within a noisy
channel: if one performs a crosscorjelation between -the tone and the interference
spectrum, lover the whole of the spectrum) then points of greatest, similarity will show
up as maxima in the correlation function, whilst points of least similarity Iiill be
displayed as minima in the correlation function; The principal minimum will be where the
condition described by Figure 6 is met, i.e. a condition of least similarity between
interference spectrum and modulation spectrum. T

By performing the above correlation and looking for minima in the corlelation
result, the points within a channel that are most suitable for use by a particular
modulation format are located.

5.3 A Computer Simulation Of Template Correlation.

A computer simulation of Template Correlation has been performed. This was written
in Pascal on an I.B.M. p.c. Details ofithis and the results achieved are described
below.

For the purposes of this simulation, interference spectra and modulation templates
were sampled every 10 Hz. Hence a 3 kHz spectrum could be stored in 300 samples.
Sampling spectra and templates in this way was thought to be realistic as, in a
practical communications system, Template Correlation would most likely be performed
digitally (via a computer). The mechanism of this discrete correlation is described by
Figure 7.

Figure 8 represents the results of two sample correlations. Figure 8a shows the
result of correlating 330 Hz wide rectangular modulation template (e.g. that required by
a Piccolo M.F.S.K.-type modem) with the spectrum at the top of the di'gram. The
interference spectrum was produced using a random number generaLor within the I.B.M.
p.c. The gap in the spectrum was produced by reducing the maximum amplitude of the
random number generator over the gap frequency range. This gives a region of lower
interference ( in this case 330 Hz wide ) which is the most suitable position for the
modulation template.

Figure 8b is a more realistic example. This spectrum is a modified and digitised
version of one produced by Dr. G. Gott at U.M.I.S.T. in the U.K. A sinc(x) shaped tone
of bandwidth 200 Hz was used as the modulation template (the bandwidth of the template
is defined as that being between the first two nulls). The lowest correlation in this
case corresponds to the region of lowest interference around 750 Hz. Hence this is the
optimum position for such a signal.

Figure 9 depicts other simulated correlations and shows a table of available
modulation templates.

These and other simulation results show that the technique of Template Correlation
is capable of finding the optimum position for a modulation format within a crowded or
noisy channel. Practical trials over real H.F. links are required to verify this;
however the results obtained so far are promising.

5.4 Reduction Of Required Computing Resources.

The correlations described so far have been of an analogue nature in thit the
interference spectra and modulation templates can consist of an infinite nuilber of
amplitude levels. Storage and processing time would be reduced if the spectra and
templates were in binary form. One way of achieving this is to "threshold" them before
correlating, as described by Figure 10.
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The level at" which the 'threshold is set can be related to system performance
parameters such as minimum required signal to noise ratio, and (in digital modulation
schemes) bit error rate. The following shows how this would be performed for a system
employing simple F.S.K. modulation.

Figure Ila shows one F.S.K. tone of bandwidth B, and peak amplitude A. B is the
detection bandwidth of the corresponding matched filter and is the first null-to-null
bandwidth of the signal. Figure 11b is the power spectral density function of the same
signal..The total power of the signal tone in the detection bandwidth B is represented
by the shaded area of Figure I1b. Assuming the logic l's and 0's are equi-probable, then
the meati signal power in the detection bandwidth will be half that area, i.e., S/2. The
probability of error for matched filter detection of F.S.K. in Gaussian White Noise ic
given by ( Schwartz, 1981 )

Pe = 1/2.exp(-V/2) (1)

where 4 = (mean signal power) / (mean noise power)

The mean signal power for a practical F.S.K. transmitter could be determined at the
receiver by performing a Fast Fourier Transform on the incoming signal, and then
calculating the area as depicted by Figure 11b. Practical calculation of the area can be
achieved by adding up the samples in bandwidth B, and using a look-up table to translate
this into standard power units. This is then used together with the minimum required
probability of error for the system and equation (1) above to give the maximum mean
noise or interference power allowable. This figure then represents the level at which
the interference spectrum and modulation format are thresholded.

In an adaptive system, (such as that described in the introduction), one would have
a series of thresholds corresponding to different combinations of source and channel
encoding, each having it's own maximum mean permissible noise/interference level.

Further evaluation of the effects of thresholding is necessary. However, it is
desirable from a computational point of view as it allows Template Correlation to be
performed more efficiently.

6) THE DEVELOPMENT OF CO-CHANNEL INTERFERENCE MODELS

As mentioned in previous sections of this paper, there is as yet no adequate model
of co-channel interference for the H.F. radio communications environment. This type of
interference can be the factor limiting communication system performance in spectrally
congested, mid-latitude regions. Such a model would be incorporated into the
communications system control algorithm in order to provide interference data for
channel selection decisions. Work has been performed on theoretical models, such as that
described by ( Gott et al, 1983 ), and ( Riley, 1986 ). Further development and
evaluation is necessary to decide how useful these models are. Generally, they tend to
be based upon databases of measurements from a single site only; thus, these models may
have limited applicability.

From an H.F. radio communication system design point of view, there is a need for a
computationally viable model of co-channel interference to be embedded into the system
control and frequency management algorithms. Such a model is proposed in the next
section of the paper.

7) A COMPUTATIONALLY VIABLE MODEL OF H.F. RADIO CO-CHANNEL INTERFERENCE

A simple co-channel interference model has been conceived, and this is outlined
below.

The proposed model relies initially upon occupancy data for the whole H.F. spectrum,
such as that contained in ( Gott et al, 1982 ). A number of threshold levels are
generated for the different combinations of source and channel encoding available with
the particular system in use. The threshold levels represent the maximum permissible
mean noise or interference power to enable a specified combination to provide the
required class of service, e.g., bit error rate, transmission rate, etc. Thus, if there
are n combinations of source and channel encoding, then there will be n threshold
levels. Therefore, for each channel there are n interference models. Using the occupancy
data for the whole H.F. band, the initial model is generated according to the following
procedure :-

- If the mean occupancy level in a given channel is greater than the thresho'd, then
that channel is said to be occupied at that threshold level.

The model for each channel-threshold combination can be stored as a single bit at
this stage. These models will be embedded into the system prior to the initial
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establishment of a communication link. They would provide the basis of interference
estimation at this stage.

An obvious requirement for an interference model is that it should have the ability
to be updated as the interference environment changes. Updating of the above model is
achieved via passive monitoring of the system's frequency allocations. The proposed
updating technique is described by Figure 12. For each 3 kHz allocation, a Fast Fourier
Transform is performed to obtain the baseband power spectrum of the channel. This is
then thresholded at the n levels specified for the initial model. A binary waveform
results from this on the basis that if a sample is above the threshold level, then a '1'
is stored in tnle threshold result at the corresponding position; otherwise a '0' is
sLored. The models for each channel are updated by repeatir3 the above process and
performing an averaging operation on the stored model and the threshold result thus
generated. Run-length encoding would be used to reduce the storage associated with the
models.

The question remains as to how often the model should be updated. It is thought that
it will be necessary to update most often during changing ionospheric conditions. A
variable rate of update would seem logical. The way in which new data is averaged with
the old model also needs further work. A form of weighted averaging with bias towards
most recent data could be performed.

8) APPLICATION TO H.F. COM4UNICATION SYSTENI DESIGN

8.1 H.F. System Design Philosophy.

A structured and coherent design methodology has been conceived for H.F. radio
communication systems. This is described below.

For the proposed system there are two major aspects to it's operation

i) PRE-CALL PHASE - channel analysis prior to transmission.
This involves an assessment of which channels will provide the maximum

probability of establishing a link of acceptable quality within the minimum
period. Use is made of long-term, propagation, noise, and interference analysis
routines and models, and the passive monitoring of known broadcast stations.

ii) IN-CALL PHASE - channel analysis during transmission over an established
link.

This involves assessment of the channel in use to pass the required
traffic. The other channels are ranked in their order of ability to provide the
required grade of service. A prediction of when the current channel will become
unusable is made. Here, embedded R.T.C.E. techniques are used.

Initially, control information would be supplied via stored data and long-term
models. These models would be updated via embedded R.T.C.E. measurements and passive
monitoring of allocated channels in the in-call phase above. Figure 13 demonstates how
control is transferred from a basis of stored data and unmodified models to a basis of
updated models and data from passive monitoring and R.T.C.E., as a function of time. By
employing such techniques, it is predicted that efficient system control and frequency
management will be achieved.

It is desirable that the architecture of the communications system allows

- Easy maintenance.
- Easy testing of new system components prediction routines and models.
- A degree of compatability with other types of communication systems, e.g.,
P.T.T. networks.

A control system architecture based on the I.S.O.-O.S.I. 7-layer model for data
transfer bewteen computers has been developed. The O.S.I. model is shown in Figure 14
Zimmerman, 1980 ).

8.2 Aims Of The O.S.I. 7-Layer Model.

The O.S.I. model was developed to provide a framework for the definition of standa:,j
protocols for heterogeneous informatic networks. The need for O.S.I arose from
individual manuFacturers developing their own architectures, which were largely
incompatible with each other. Hence a common standard was required if such large
networks were to be realised. The basic objective is to standardize the rules of
interaction between interconnected systems. Only the external behaviour should conform
to the O.S.I. architecture as the internal operation is not visible from other such open
systems.

mmmmmmm m~mm mm
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8.3 The Principle Behind The Layered Approach

Each layer adds to the services provided by tne lower layers. A new layer is created
when a new level of abstraction is required. Interfaces between layers are precisely
defined. This allows alteration and maintenance of the internal functions of a layer
without affecting other layers, as the same set of services must still be offered to the
other layers.

8.4 Definition Of The Layers ( Tanenbaum, 1984

Referring to Figure 14:

PHYSICAL
This layer is concerned with the transmission of raw bits of information over a

communications channel. It provides mechanical, electrical, and procedural interfacing
to the communications network.

DATA-LINK
This transforms the physical communications path into an error-free channel, using

error control techniques, e.g. A.R.Q. It is also responsible for set-up procedures, link
management and link protocols.

NETWORK
This is concerned with the routing of the communications traffic through the

network.

TRANSPORT
This layer translates user addresses to network specific addresses. It is also

responsible for translation of user requirements into a routing and channel handling
strategy.

SESSION
This is concerned with user authentication, call logging, and billing.

PRESENTATION
This layer perfroms data translations, e.g., ASCII to EBCDIC, and data encryption.

APPLICATION
This is the users process that requires network communications.

8.5 Description Of The Model Applied To H.F. Communication Systems

Figure 15 shows how the seven layer O.S.I model has been applied to an H.F.
communications system. A description of each of the layers now follows. The following
paragraphs assume that data is to be transmitted. For the case of the reception of data,
the proceses outlined are reciprocal, except where shown not to be.

LAYER 7 (APPLICATION LAYER)
This encompasses the user's processes wishing to employ the communication medium.

These may be computers, vocoders, speech recognition systems etc. Users may also be
multiplexed at this level.

LAYER 6 (PRESENTATION LAYER)
Any data translations or data compression would be performed by this layer. Examples

of layer 6 operations are run-length encoding, encryption and use of message
dictionaries (for limited vocabulary communication systems).

LAYER 5 (SESSION LAYER)
This layer performs recovery strategies from equipment failures , and communication

path failures. This layer is also responsible for extracting control information from
the presentation layer. The destination of the data and it's operational application are
output from the layer e.g., one way, low speed telegraphy with no security to base
station.

LAYER 4 (TRANSPORT LAYER)
This layer takes the user requirements extracted by the session layer, and

translates them into a channel handling strategy. If speech were to be transmitted, then
the channel requirements in terms of required bandwidth would be much greater than for
low speed telegraphy. Data is input to the Transport Layer in the form of complete
messages. If necessary, these messages are broken down into smaller units, termed
Message Packets. The Transport Layer is responsible for the re-formatting of Message
Packets into complete Messages. Outputs from this layer are data, the address for the
data in terms of network nodes, channel requirements and planned outage, e.g.,
maintenance schedules.

LAYER 3 (NETWORK LAYER)
Resident in this layer are the channel analysis procedures and models and passive

monitoring control. When data is received for transmission from the Transport layer, the
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Network Layer uses the channel analysis information and network status information
(which nodes are operational, which currently provide the fastest routing to other nodes
etc) to decide the routing for the data. The Network Layer breaks up message packets
into frames (if need be) and is responsible for ensuring that these frames are
re-compiled into message packets in the correct order. Outputs from this layer are as
shown . Inputs to the layer from the Data Link Layer include R.T.C.E update information
and network performance figures.

LAYER 2 (DATA-LINK LAYER)
This layer is responsible for transforming the bit-level communication facilities

offered by Layer 1 into an error-free channel for the upper layers. Embedded R.T.C.E.,
error control techniques (e.g. Golay Encoding) and A.R.Q. schemes are resident in this
layer. The Data-Link Layer passes bits to the Physical Layer for transmission, and also
is responsible for control of the communications equipment.

LAYER 1 (PHYSICAL LAYER)
This layer encompasses the necessary transmission equipment. It has been divided

into three sections, although it is expected that the embedded R.T.C.E. algorithms will
use the same R.F. equipment as the communications traffic.

8.6 Internal Implementation Of The Model Layers.

The implementation of the individual layers should also be structured. Employing the
seven layer model at a sub-layer level was found to be excessive and irrelevant. A
formalised method of constructing the individual layers was found by implementing each
layer as an expert system. This branch of Artificial Intelligence will now be discussed.

8.6.1. Expert Systems - An Overview.

A definition of an expert system is given by (Sell, 1985) as

"An expert system is a knowledge-based system that emulates expert thought to
solve significant problems in a particular domain."

In H.F. communication systems the "expert" is the human operator of the system.

Figure 15 shows the three main components of an expert system to be :-

1) An Elicitation System - in order to acquire expertise in the domain of interest.

2) A Knowledge Base - containing a meaningful representation of the relevant
knowledge.

3) An Inference Engine - which uses the knowledge base to make intelligent
decisions.

The key feature of expert systems that makes them useful for providing an orthogonal
design methodology for H.F. radio, is the seperation of domain specific knowledge and
the inference engine. Thus an inference engine can be applied to many different fields
of knowledge. Alterations to the operation of an expert system are made simply by
altering the knowledge base, the inference mechanism remaining the same. In this way,
other operations of the control sysetm will not be unwittingly affected.

8.6.2. Knowledge Representati-n Methods And Applications To H.F.Communication System
Control.

The main methods of representing knowledge in expert systems are described below.

1) Complex record-like data structures which allow the expression of the interdependency
of data items, e.g., Semantic Networks.

2) Rules, e.g.
IF channel n < M.U.F. THEN it will propagate.
IF only 2kHz available spectrum THEN analogue speech no good.

3) Fuzzy Logic.
This allows use of terms such as "probably true" rather than just "true" or "false".

4) Uncertainty, e.g., The M.U.F. will be < 10MHz with a probability of 0.85. Expert
systems also allow such probabilities to propagate through decision making algorithms.

9) CONCLUSIONS

The current status of H.F. communication system design has been reviewed. A novel
method of in-band R.T.C.F. has been presented with computer simulation results showing
it to be potentially useful. A systems orientated co-channel interference model has been
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outlined with attention being given to the practical requirements for such a model. A
structured design methodology for H.F. systems has been presented involving the I.S.O.-
O.S.I seven layer model for data transfer between computing machinery and Expert System
design techniques. It is predicted that such techniques will allow the development of
effective, and adaptive H.F. systems with the ability to operate in noise and
interference ridden environments.

The author would like to thank all concerned at Plessey Research Ltd, U.K., for
their assistance with this research programme.

10) FUTURE PROGRAMME

The future activities of the research programme at The University Of Hull are as
follows :-

1) The implementation and testing of the ideas presented in this paper. This will
require the construction of an H.F. radio link/network.

2) The formalisation of H.F. communications system design.

3) An investigation of the role of passive monitoring techniques and embedded R.T.C.E.
measurements for the updating of embedded channel analysis models.

4) The development of co-channel interference models.

5) The evaluation and comparison of different embedded R.T.C.E. algorithms.
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12) APPENDICES

12.1 Appendix I

The following is proof that for maximum information rate in a noisy channel, the
power spectrum of the desired signal should be adjusted so that the sum of the signal
and noise power spectral densities is frequency independent (Goldman, 1953).

Consider (refer to Figure 5)

fS(f).df = P (1.1)

(f).df = N (1.2)

where S(f) = power spectral density of the signal.
N(f) = power spectral density of the noise.
P = total signal power in range fl to f2 •
N = total noise power in range fl to f2.

Assume that the noise is Gaussian, i.e., there is no intersymbol influence and that
the noise follows a Gaussian amplitude distibution. For maximum information rate the
signal will also have Gaussian properties.

The frequency band fl to f2 is divided into smaller bands so that N(f) is

approximately constant in each.

Consider also :-

The entropy of any continuous distribution is given by
40

H = -Jp(x).log(p(x)).dx (1.3)

and the probability density function, p(x) for a Gaussian process is

p(x) = . exp(-x 2 /2C- 2 ) (1.4)
(16-2)0.5"

where &'is the standard deviation of the Gaussian Distribution.

By taking anti-logs and performing the entropy integral one gets the result shown

below :-

H = log(2tred'2 )0 -5  (1.5)

So for a Gaussian source sampled at n points we have

Entropy of each point,

H = log(2fe6 2
1 )0.5 (1.6)

where C I is the root mean square value of x about the mean at the sample point
Mean square of x about the mean = variance, 62.)

For our noise source, let N = C-2, i.e., let the mean square noise power be the
variance of the distribution (as per definition of variance).

Thus the entropy of each sample point is

log(21TeN) 0 .5  (1.7)

This is the entropy per degree of freedom per sample. If we assume Nyguist sampling
and the number of degrees of freedom is 1, as we either sample in frequency or time,
then the total entropy is given by

H = T.W.log(2WeN) (1.8)

where T = duration of signal.
W = bandwidth of signal.

Hence the entropy of our combined signal and noise in a narrow band Af is

T.Af.log(2Te[S(f).Af + N(f).Lf]) (1.9)

Entropy of the noise alone in the bandwidth Af is

T.Af.log(2We[N(f).Af]) (1.10)

The information rate in the bandwidth Af is given by

(1/T).[(Entropy of signal + noise) - (entropy of noise))
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as T- op (1.11)

Thus the information rate in our bandwidth Af is

Af.log((S(f) + N(f))/N(f)) (1.12)

Hence the information rate in the whole bandwidth fl to f2 is

lg (S(f) + N(f))/N(f).df (11.13)

We wish to maximise this rate subject to the following constraint

P = S(f.di (1.14)

This is achieved via the calculus of variations, which yields

(J/S(f)) log.(1 + (S(f)/N(f))) +A = 0 (1.15)

where A is a constant.

Hence

N(f)/(S(f) + N(f)) x 1/N(f) = -) (1.16)

This gives :-

S(f) + N(f) = -I/A (1.17)

i.e. for maximum information rate the sum of the noise and signal power spectral
densities should be frequency independent (see Figure 5).
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FIGURE 3. A GENERALISED R.T.C.E. ALGORITHM.
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FIGURE 14 THE I.S.O.-O.S.I. 7-LAYER MODEL.
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FIGURE 15 THE O.S.I. MODEL APPLIED TO H.F. COMMUNICATIONS
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PROCESSING TECHNIQUES FOR RADIO COMMUNICATIONS IN NON-GAUSSIAN NOISE ENVIRONMENTS

M. Darnell
Department of Electronic Engineering

University of Hull
Hull HU6 7RX

UK

SUMMARY

The paper first discusses the different forms of background noise/interference
environment encountered by various types of radio communication systems. Shortcomings
of the analytical models available for these environments are then identified. The
fundamental characteristics of radio paths which affect their ability to pass
information are then examined, and certain general design principles established.
Finally, several procedures and techniques with the potential to enhance radio system
performance in non-Gaussian environments are described.

1. INTRODUCTION

Much of the published information on radio communication system performance relies on
analysis techniques applicable to Gaussian white noise (GWN) environments. In
practice, the designers and operators of radio systems frequently have to contend
with noise backgrounds, both natural and man-made, that are predominantly non-
Gaussian. Certain problems arise from this situation, ie:

(a) performance ranking orders for channel coding (modulation and error control)
techniques obtained under GWN conditions may well be invalid for non-Gaussian
conditions;

(b) conventional optimum detection schemes for GWN environments, eg matched
filtering, may be sub-optimum in non-Gaussian noise;

(c) inadequate characterisation of the non-Gaussian noise environment for various
classes of radio channels may give rise to uncertainty in the choice of system
design parameters.

1.1 Content of the Paper

This paper attempts to take a co-ordinated approach to the problem of designing
signal processing and system control techniques to allow reliable digital
communication over non-Gaussian radio channels. Specifically, the following topics
are considered:

- the nature of noise/interference for various types of radio channels, together

with the analytical models which are available;

- the fundamental nature of the radio communication problem;

- forms of real-time channel evaluation (RTCE) data which can be obtained from the
normal operating and control signals of a radio system in order to derive both
on-line models of the noise/interference environment and to allow adaptation of
communication system parameters;

- "look-ahead" processing, using buffer delays, and quenched filtering to provide
more effective initialisation of the signal processing procedures at the
receiver;

- embedded modulation formats, whereby composite modulation schemes have certain
modulation components which are more resilient to noise than others: under high
noise conditions, only the most robust elements will be demodulated
successfully;

- embedded error control coding, whereby the same data is transmitted
simultaneously at several distinct rates and, at any time, the receiver decodes
at the highest rate commensurate with available channel capacity: the results of
practical tests are presented;

- multi-functional coding schemes, by which a number of distinct signal processing
functions, eg synchronisation, multiple-access coding and error control, can be
considered in a connected manner, thus making the overall transmission
procedures more efficient and responsive to channel conditions.

For reasons to be explained in Sections 2 and 3, the basic radio system architecture
considered is automatic repeat request (ARQ).
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2. RADIO NOISE & NOISE MODELLING

2.1 The Gaussian White Noise Model

The noise model used almost invariably in the analysis of communication system
performance is that of Gaussian white noise, having a Gaussian amplitude probability
density function (pdf), a uniform power density spectrum (pds) and an impulsive
autocorrelation function (acf) (Lee, 1960). In practice, most communication systems
are subject to noise/interference which does not conform to the GWN model - although,
in some cases, such a model is a reasonable approximation to the actual conditions.
Thus, there is a potential problem if system design parameters, eg modulation type
and error control coding algorithm, are chosen on the basis of their performance in
GWN, whilst the conditions experienced during operation over the real radio channel
are non-Gaussian; in the latter case, a different ranking order for candidate
modulation and coding schemes may well be applicable. It cannot be assumed that GWN
performance can be extrapolated to non-Gaussian channels.

Clearly, there are very good reasons for the use of the GUN model, ie:

(a) it can be treated analytically;

(b) a reasonable approximation to GWN can be generated under laboratory
conditions and in software simulations;

(c) for many types of radio channel, noise and interference are substantially
unquantified and representative models are not available.

Making a simplified generalisation: as the frequency of operation of a radio system
increases, so the noise background becomes a better approach to true GWN. This is
primarily because, above a frequency of about 2 GHz, receiving system thermal noise
becomes the Jominant mechanism, as is shown in Fig. 1. At lower frequencies, noise
may become non-Gaussian due to various natural and man-made effects. Examples of
these include:

(a) energy from thunderstorm activity, propagating over extremely long
distances in the earth-ionosphere spherical waveguide at very low frequency
(VLF) (Omura & Shaft, 1971) - usually having a high peak-to-mean ratio and
often described with acceptable accuracy by a log-normal amplitude pdf;

(b) similar effects, generally known as "static", propagating by both surface-
wave and ionospheric skywave modes in the HF band;

(c) noise from electrical machinery, car ignition systems, etc which may affect
any communications receiver in radio line-of-sight if sufficient energy is
being radiated from the noise source in the passband of the receiver:
VHF/UHF urban mobile communications are subject to this type of
disturbance.

The other major factor influencing communication system performance is co-channel
interference from other users of the spectrum. In this respect, those radio systems
which rely upon long-range (beyond line-of-sight) propagation mechanisms are
vulnerable to this form of interference, particularly when the propagation can only
be characterised by statistical models which may have limited validity at a given
instant in time. Fig.2 illustrates, in general terms, the variation of range
achievable by radio systems operating at different frequencies. World-wide ranges can
be achieved via sky-wave propagation in the HF band, where the natural screening
properties of the ionosphere are employed to isolate services and to allow frequency
re-use in different parts of the world. This isolation may be more or less effective,
depending on the state of the ionosphere. From Fig.2, it is seen that the other very
long range propagation mechanisms correspond to E/VLF and satellite communication
systems: propagation for these classes of system can be modelled with reasonable
precision for frequency planning and assignment purposes, and therefore co-channel
interference normally presents no problems.

Although line-of-sight propagation at VHF and higher frequencies can be modelled with
considerable accuracy, urban environments and anomalous propagation effects cause
uncertainties and can cause frequency re-use problems due to unpredicted
interference. Cellular radio systems depend critically upon the efficiency of
frequency re-use and, as these systems proliferate, it can be expected that the
potential for mutual interference will increase.

Possibly the most widely-used radio communication medium in which noise and
interference effects are substantially uncharacterised is the HF band from 2 - 30
MHz. Some attempts at modelling these effects has been made (Gott et al, 1982)
(Darnell, 1986) but, to date, there are no generally applicable models for co-channel
interference. What can be stated with certainty is that to a communicator attempting
to use the HF band, co-channel interference will appear to have non-Gaussian
characteristics. In this paper, attention will be concentrated on the problems of
efficient communication over the HF non-Gaussian channel; however, it is also
anticipated that the techniques described will be applicable to non-Gaussian channels
in other frequency bands.
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3. FUNDAMENTAL NATURE OF THE RADIO COMMUNICATION PROBLEM

The fundamental characteristics of a typical radio channel will now be examined from

two viewpoints, ie physical and information-theoretic.

3.1 The Physical Viewpoint

Looking at the radio channel firstly with a physical perspective: in a typical radio
system, some or all of the following effects may influence the characteristics of the
received signal:

(a) multipath;
(b) time dispersion;
(c) noise;
(d) co-channel interference;
(e) doppler spreading (frequency dispersion);
(f) fading - either flat or frequency-selective;
(g) polarisation variations;
(h) attenuation;
(i) reflection;
(j) refraction;
(k) diffraction;
(1) ducting.

Taken together or individually, these effects may give rise to a time variation in
the received signal-to-noise ratio (SNR), as illustrated in Fig. 3. This SNR
variation could equally well be translated to a time variation in channel capacity,
C, where

C = B log z [1 + S/N] bits/s [I]

B being the channel bandwidth in Hz and S/N being the power SNR.

Normal communications system design methods involve the specification of a fixed rate
of data transmission, eg 75 bits/s, 2.4 kbits/s, 16 kbits/s, etc. Clearly, this gives
rise to a fundamental "mismatch" between the characteristics of the transmitted
signal and those of the propagation path; the result of such a mismatch will normally
be errors in the received information. Another way of looking at the channel is in
terms of its error characteristics, as will be discussed in the following section.

3.2 The Information-Theoretic Viewpoint

In practice, a variation in channel capacity of the type mentioned in the previous
section, when viewed at the receiver of a constant rate transmission system, tends to
give rise to bursts of errors; this is in contrast to the situation occurring with
GWN when the majority of errors would be of a random isolated nature. Certain
techniques, such as adaptive equalisction, diversity processing, etc, can reduce the
range of capacity variation to a limited extent.

One method of quantifying the "burstiness" of a radio channel is via a concept known
as 'y-memory". This measure compares, at the receiver, the average conditional
entropy, H, of a discrete channel having given bit transition probabilities with that
of a discrete memoryless channel (DMC) having the same bit transition probabilities,
H . They index is defined by (Wolfowitz, 1967)

Y= HHH L21
H0

For a random (non-bursty) error channei

H =- H, [3]

and

y --_ 0 [41

This implies that error bursts are extremely infrequent.

For a bursty channel

H < He (5]

because, at times, the data will be totally corrupted at the receiver for several bit
intervals. Thus, the parameter y is an indication of the burstiness of the channel
errors as perceived at the receiver.

The critical factorr in this form of channel analysis is the "bit dependency", m, of
the bit transition probabilities. If m is unity, the transition probabilities depend
cnly on the previous bit state; if m = 2, the transition probabilities depend upon
the previous two bit states, etc.

The analysis of this situation is relatively complex (Zolghadr, 1987). In general, it
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can be demonstrated that as burstiness increases and H decreases, so the value of
for a given m will also increase.

Tables 1 and 2 below show the result of calculations of the indexp for a GWN and an
HF radio channel respectively using three different data sample lengths. The results
for the HF channel were derived using recorded error sequences taken from an HF
skywave trial. Data sample lengths of 500, 1000 and 10000 bits were used, together
with values of m in the range

1 _ m 4 10 [6)

Bit y values
Dependency

m 500 bits 1000 bits 10000 bits

1 0.015 0.005 0.002
2 0.029 0.019 0.005
3 0.045 0.030 0.008
4 0.045 0.031 0.003
5 0.054 0.040 0.010
6 0.070 0.049 0.012
7 0.132 0.089 0.017
8 0.105 0.092 0.024
9 0.114 0.100 0.032

10 0.122 0.107 0.040

Table 1: y-index values for GWN channel

Bit y values
Dependency

m 500 bits 1000 bits 10000 bits

1 0.047 0.050 0.015
2 0.106 0.108 0.034
3 0.123 0.120 0.048
4 0.152 0.128 0.055
5 0.236 0.214 0.086
6 0.297 0.310 0.125
7 0.363 0.384 0.174
8 0.378 0.414 0.201
9 0.422 0.456 0.232
10 0.419 0.476 0.266

Table 2: y-index for HF channel

From Table 1, it is seen that for the GWN random error channel, the calculated u
values are low (less than 0.05 for 10000 bit samples). In contrast, Table 2 shows
considerably higher y values for all sample lengths (up to about 0.5), suggesting
that the HF channel analysed had significant burstiness.

If p can be monitored continuously for a given radio channel, then the channel
encoding procedures can be varied responsively. It should be noted that the accuracy
of the '-index estimate is dependent upon the source state probabilities; thus, the
characteristics of the source also need to be monitored continuously to assist the
optimisation of the data encoding process prior to transmission over the channel.

The l-index description of a discrete communication channel shows a clear distinction
between GWN and non-Gaussian links, when the non-Gaussian characteristics arise from
memory in the channel, eg as a result of multipath or noise bursts. It is apparent
that the non-Gaussian channel should therefore be treated in a different manner from
the GN channel in terms of adaptation of source and channel encoding algorithms in
response to path state.

4. RTCE PROCEDURES FOR RADIO CHANNELS

The p-index technique outlined above is an example of an RTCE algorithm which makes
use of data derived from the normal operating signals of the radio system. Such
techniques are known collectively as "embedded" RTCE procedures, ie they form an
integral component of the system design and employ essentially the same equipment for
their operation as is used for communication purposes. This is in contrast to "stand-
alone" RTCE procedures, such as pulse and chirp sounding, which require separate and
expensive RF units.

The topic of RTCE is discussed extensively in the literature, eg (Darnell 1983)
(Darnell 1986) (CCIR, 1982), and will not be reviewed in any detail here. It should
be pointed out, however, that RTCE is particularly valuable - if not essential - in
non-Gaussian environments where even rudimentary models of interference may not be
available; this is the current state in the HF band. In this case, it is not possible



15-5

to predict in advance what the effects of co-channel interference on the received
signal might be: therefore, real-time monitoring is the only option if adaptation of
the system parameters in response to chann-l conditions is envisaged.

In general, embedded RTCE techniques can be classified under the following three
headings:

(a) those utilising the normal traffic transmissions of a communication system;

(b) those utilising the normal control signals of a communication system;

(c) those involving a small degree of modification to the traffic or control
signals of a communication system, but not involving significant additional
cost.

Each of these three classes will now be discussed.

4.1 RTCE via Normal Traffic Transmission

As stated previously, the u-index i-echnique is an example of RTCE derived from the
normal data transmissions of a communication system. Other possibilities include
(Darnell 1986):

(i) monitoring of the received traffic error rate;

(ii) phase or zero-crossing measurements on the received signal;

(iii) soft-decision data monitoring at the receiver;

(iv) pseudo-error counting at the receiver;

(v) baseband spectral analysis for noise/interference characterisation, eg
template correlation (Jowett 1987).

Clearly, all the above procedures require feedback from receiver to transmitter if
adaptation of the signal format is to be carried out at the transmitter. Otherwise,
all adaptation must be carried out on an "open-loop" basis at the receiver, which is
normally less effective. Section 5 of this paper outlines two techniques which can be
applied to enhance the efficiency of open-loop RTCE.

4.2 RTCE via Normal Control Signals

Potentially, some types of control signals present within the communication system
also provide a valuable source of RTCE information. Examples include:

(i) the rate at which an error control decoder is detecting and/or correcting
errors;

(ii) the number of block repeats requested per unit time in an automatic
request repeat (ARQ) system;

(iii) the output of a receiver matched filter/correlator in response to a
synchronisation preamble code, eg in terms of the peak-to-sidelobe ratio.

4.3 RTCE via Modification of Traffic or Control Signals

The key consideration for this class of RTCE techniques is that the additional costs
of modification should be kept very small relative to the costs of the basic
communications system equipment. In this category are procedures such as:

(i) insertion of low-level pilot tones into baseband traffic signal formats

(Betts & Darnell 1975);

(ii) use of auxiliary error control in encrypted systems (Darnell 1983);

(iii) use of separate low-cost transceivers for probing alternative assigned
channels (Hague 1987).

In practice, two RTCE functions must be implemented in an HF radio system:

(a) monitoring the state of the channel currently carrying traffic;

(b) monitoring the states of alternative assigned channels, not currently in
use for traffic.

Different forms of RTCE may be required for these two functions.

The communications system design problem involves selecting and coalescing the
information from a number of available RTCE sources in order to produce appropriate
and reliable channel models which can then be used as a basis for system parameter
adaptation. The updating interval for the RTCE-derived model must be commensurate
with the rate at which system parameters can be adapted.



15-6

The following four sections of the paper describe specific techniques for enhancing
the performance of radio systems operating in non-Gaussian environments. Section 5
introduces signal pre-processing techniques to assist reception and RTCE on an open-
loop basis; Sections 6, 7 and 8 discuss signal generation and processing techniques
designed to be responsive to RTCE-controlled adaptation in non-Gaussian environments.

5. PRE-PROCESSING TECHNIQUES

In a largely uncharacterised noise/interference environment, it is important that the
signal processing procedures at the receiver are given the best possible chance of
operating effectively on the corrupted received signal. The two pre-processing
techniques described below appear to offer promise in this respect.

5.1 Quenched Filtering

A problem occurs with digital communication systems when the data detection system is
biassed, or initialised, by high levels of noise or interference. A typical detector
will employ some form of stringent band limitation resulting from the requirement for
selectivity; the degree of band limitation will be determined by the frequency domain
transfer function of the detector, H(jw). Using basic Fourier analysis theory, it can
be shown that the corresponding time domain unit impulse response function of the
detector, h(t), and the transfer function form a Fourier transform pair, ie

h(t) ;i H(jw) [7]

Therefore, the band limitation in the frequency domain will give rise to time
constants in the time domain which will tend to limit the rate of response of the
detector to changes in the incoming signal or noise/interference. The actual response
obtained at the detector output will also depend upon the nature of the input
waveform. Using a simplified example: if the detector is modelled as a 1st-order low-
pass filter, the response to a positive-going unit impulse at its input will be as
shown in Fig. 4(a) whereas, if the input is a negative-going step function, the
response will be as illustrated in Fig. 4(b). Suppose now that a composite input
comprising a positive impulse closely followed by a negative step is applied to the
detector; the corresponding response will be as shown in Fig. 4(c). In this case, the
time before the step detector threshold, t", is increased in comparison with the
corresponding interval, t', before the same threshold is crossed in Fig. 4(b); this
time increase is due to the detector being initialised by the preceding impulse.

The situation is analogous to the one occurring when impulse noise is present at the
input of a receiver. If the detector in Fig. 4(c) had been quenched and then opened
at the start of the step, then the detrimental initialisation would have been
removed.

In general, the time domain response of the detector, y(t), to an arbitrary input,
x(t), would be given by the convolution

y(t) = fh(u) x(t - u) du (8)

where u is a variable with the dimensions of time.

This quenching procedure is only feasible if the symbol timing is known at the
receiver, ie the system is bit-synchronous. In asynchronous systems, the detector
most be kept open continously and is therefore subject to initialisation effects. The
Piccolo system (Ralphs, 1985) is an example of a system which essentially employs
this form of quenching.

5.2 Buffer Delay

Considering the reception arrangement shown in Fig. 5: a variable buffer delay,-V, is
inserted into the signal processing path as indicated, whilst an RTCE analysis unit
accepts the received signal directly off-air. This allows a time T, for the RTCE
analysis to be applied prior to the received signal being processed. In this way, the
parameters of the signal processor can, to some extent, be optimised in response to
RTCE analysis; as V" increases, so the precision of the RTCE analysis will tend to
improve. As indicated in Section 4, this is an example of open-loop RTCE in which all
adaptation is carried out at the receiver and no feedback from receiver to
transmitter is involved. Examples of the forms of modification to the signal
processing procedures, which could be carried out in response to buffered nTCF data,
include:

(a) adaptive band-stop filtering to remove narrowband interfering signals;

(b) peak-clipping of impulsive noise;

(c) identification of signal segments with low reliability, say due to error
bursts.

If the transmitted signal format is designed appropriately, ie to facilitate the
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extraction of RTCE data, this form of buffered processing can be made more effective.
Techniques such as data interleaving and time-diversity are also valuable in this
respect.

The maximum allowable value of t' will depend upon the type of traffic being passed
over the link; with speech, there will normally be an an upper limit of about 0.5
second before the delay becomes annoying and inhihiting,

6. EMBEDDED MODULATION SCHEMES

An aspect of channel encoding which can be made adaptive in response to path
conditions is modulation/demodulation. One way in which this can be achieved is via a
technique which will be termed "embedded" modulation. Here, the different elements of
the overall modualtion format have different levels of resilience to
noise/interference and distortion. Fig. 6(a) illustrates the concept by means of a
simple example of an embedded phase-shift keyed (PSK) scheme. In the phase-plane
shown, the transmitted signal can assume 8 possible phase states (corresponding to an
information content of 3 bits/state):

0 t AX~
I/2 AX

W + [9]
31/2 AJ

where

AX << 7/2 [10]

Under stable, low-noise channel conditions, all phase states will be completely
resolvable. As the channel degrades, however, phase changes of the order of .4 may
no longer be detectable and only the "bias" states

0.
7/2

"1F [11]

3T/2

will be resolvable. Thus, the more important data elements would be associated with
these bias states, with the less important data being transmitted via the A.0
variations when channel quality permits.

The data mapping might be as shown below:

Bias Data Encoded Aje Overall
States via Bias States Variations Data Encoding

+ 0 V. 000
0 - . 00 ----------- -

- 0 - 001

- 0 lb 010

- 0 - - 100

3- 11 + 0 - 110

Robust
Elements Last Digit

Less Robust

The first two digits of each 3-bit encoded word would correspond to the more
important data, whilst the third digit would be assigned to data of less importance.

Fig. 6(b) shows how an amplitude modulated (AM) component can be added to what would
otherwise be a constant envelope transmission. This low-level AM again would only be
detectable under relatively favourable channel conditions.

Components of the overall modulation format would be designed to provide specified
levels of tolerance to noise, with this tolerance depending primarily upon:

(a) type of modulation, ie ASK, FSK, PSK or DPSK;

(b) detection scheme, ie synchronous or asynchronous;

(c) magnitude of the modulation state changes.
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The objective is to allow the information rate achievable to vary in a controlled
manner in response to channel conditions.

In the following section, the concept of embedded error control coding is introduced:
practically, it is anticipated that embedded error control coding and modulation
schemes will be designed in a co-ordinated manner.

7. EMBEDDED ERROR CONTROL CODING

Embedded error control (Darnell et al, 1987) is a technique designed to adapt the
instantaneous information rate in an ARQ system to the available channel capacity.
The principle is illustrated in Fig. 7(a): here, the same information stream is
simultaneously encoded at different rates and then put into a composite format which
is transmitted a block at a time over the communication channel. At the receiever,
decoding of each block takes place at the highest rate which the channel can support
at that time, with the ARQ protocol indicating at which rate decoding has been
possible in the previous block.

The system has been implemented using a (52, 12) array code format, an example of
which is shown in Fig. 7(b). In addition to two-dimensional array coding, the
information is also obviously protected by repetition coding since blocks KI and K2
occur more than once in the array. The disadvantage of this particular format is its
asymmetry in that protection for KI is greater than that for K2, which in turn is
greater than for K3 and K4. This has been overcome to some extent by the modified
(64, 23) array code format shown in Fig. 7(c), in which a more symmetric protection
is achieved.

Fig. 8 shows the results of tests over a simulated HF path for

(a) a normal (52, 36) array code,

(b) the embedded (52, 12) array code,

(c) the embedded (64, 23) array code,

all transmitted at a symbol rate of 200 bits/s.

Fig. 9 illustrates the input-output error rate transfer characteristics for the same
systems over the same simulated HF channel.

It is interesting to note that the embedded coding technique provides significant
performance gains over conventional array coding under bad channel conditions, ie
decoder input error rates of 1-in-10 or worse. Both embedded codes continue to
provide usable throughput in an ARQ configuration when the normal array code has
locked-up. Similarly, the embedded codes produce about an order of magnitude
improvement in output error rate, for a given input error rate, as compared with the
normal array code. Thus, the embedded error control technique is tending to provide
performance improvements under conditions where constant-rate error control schemes
would fail.

Further development of the embedded error control coding concept is currently
proceeding; trials over real HF paths are being carried out and will be reported
shortly. In principle, there is no reason why the number of coding levels should not
be increased over the number employed in the preliminary tests; this would allow a
more precise matching of transmission rate to channel capacity - possibly at the
expense of throughput.

8. MULTI-FUNCTIONAL CODING

The concept of multi-functional coding (Darnell & Honary, 1986) seeks to amalgamate
the following source and channel coding functions in a systematic manner

(a) multiple/random access techniques;
(b) security/privacy;
(c) speech digitisation/data compression;
(d) synchronisation;
(e) error control;
(f) modulation;
(g) diversity processing.

The aim is to generate a single integrated coding procedure in which coding power can
be assigned adaptively between the various functions in response to channel conditions;
elements to enable this to take place are:

(h) RTCE for channel characterisation;

i) signal generation and processing architectures which can be adapted in
response to RTCE data;

(j) a systematic approach to coalescing and weighting elements (a) to (g) above
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in any given radio environment, based upon the application of artificial
intelligence (AI) and expert system (ES) methodologies.

To date, the elements (a) to (g) above have largely been considered as separate
aspects of communication system design. Substantial work on the combination of
modulation and error control coding, via the vehicle of soft-decision decoding, has
been published eg (Chase, 1973). However, as yet, such combination does not appear to
have been extended to more than two functions in a systematic manner.

Taking an example of data security: a combination of functions might be particularly
attractive since security is not necessarily based upon the function of encryption
alone, but may also depend upon other aspects of source and channel encoding together
with system control procedures. There is little point in providing high levels of
cryptographic security if transmission reliability is so low that the operational
requirement cannot be met. In attempting to counteract this unreliability, the system
security may well be compromised in other ways, eg by distinctive signatures, lack of
radiated power control, excessive synchronisation intervals, susceptibility to
direction finding, etc. Thus, it can be seen that the components of the design
problem are extremely interactive.

Since the channel characteristics affect all aspects (a) to (g) above, they cannot be
considered as truly independent in that they all contribute to total system
performance. It is logical, therefore, to view them as connected and interactive
elements of a wider system design problem.

Source and channel characteristics will normally be specified probabilistically; it
is thus convenient to apply formalised AI techniques to the problem of integrating,
weighting and adapting the various functions in a radio environment as sensed by
RTCE. This approach, which is computationally intensive, is rendered technically and
economically feasible by the ability to embed powerful processors into radio
terminals; thus each terminal becomes an expert system in its own right.

9. CONCLUDING REMARKS

In this paper, a number of concepts and techniques intended for application to radio
systems operating under non-Gaussian conditions have been discussed. They are
currently being investigated via several co-ordinated research programmes, with the
aim of integrating them progressively into the architectures of automatic HF radio
systems. However, it should be stressed that the techniques are not specific to HF
radio: in principle, they could also be applied to other forms of radio system with
non-Gaussian noise/interference backgrounds.

In conclusion, the following points are emphasised:

(a) The ability to embed compact and relatively powerful processors within the
terminals of radio systems at reasonable cost allows the incorporation of
AI and ES techniques to assist system control and adaptation.

(b) Non-Gaussian radio channels exhibit a time-varying information transmission
capacity due to both propagation and noise/interference effects. Because
interference in particular tends to be largely uncharacterised, RTCE is an
essential element of the radio system design if efficient parameter
adaptation is to be achieved.

(c) The ARQ mode of transmission recognises the variable-capacity nature of the
radio path, since it provides a variable throughput rate. For this reason,
the techniques described in this paper are assumed to be applied to a
system operating in an ARQ mode, and are intended to make such an
architecture more effective.

(d) The unifying concept, encompassing the range of individual channel and
source coding techniques, is that of multi-functional coding. The objective
of this procedure is to allow the embedded processing power of the
terminals to be distributed systematically between the various signal
generation and processing functions in a way which is responsive to path
conditions at any time, and also optimises the overall system performance
in that environment.

In many respects, the techniques discussed here are at an early stage of development.
However, they do represent an attempt to consider the fundamental nature and
requirements of radio communication over channels which, in a number of important
aspects, are not characterised with any precision.
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(b) (52,12) embedded array code block structure.
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(c) (64,23) modified embedded array code block structure.

Fig. 7 Embedded error control coding.
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SUMMARY

This paper describes an HF communication system which is capable of adapting
various parameters, such as frequency and coding scheme, to provide the user with the
most reliable HF path.

The system outlined in Figure 1 is to be employed. Each transceiver/ATU is of
amateur-grade, and is capable of delivering approximately 150W over the range 2 to 30
MHz. The transceivers are fully ccmputer-controllable, and this enables automatic
channel selection to be achieved. When used with 10m whip antennas, a cheap and
portable HF system results; however, for some channels, the 10m antenna will not
present an ideal match to the system, and thus the automatic tuning facility of the ATU
is used to achieve a match, which may take up to 3 seconds. Due to this constraint,
broadband-antennas for the probing channel become desirable, at the expense of making
the system less portable.

The coding/control software runs on two 8085 systems, and analyses
current/alternative channel status to set the optimum frequency and coding scheme to
use. Each 8085 system is equipped of 8 Kbytes of ROM and 8 Kbytes of RAM, and therfore
reasonably complex algorithms may be accomodated. Additional memory cards may be added
to the system at a later date as required.

Presently, Golay (23,12) and other half-rate codes (the Golay (23,12) code is in
fact implemented as a (24,12) code for ease of system timing), are supported by the
system, but it is intended to utilise other coding schemes, such as the embedded-array
code (Darnell, Honary & Zolghadr, 1986) at a later date by modifying the software.

1 INTRODUCTION

The HF spectrum provides the user with a unique set of channels in that it is
difficult to design a system suitable to cope with all its different, varying
parameters and yet still present acceptable data to the user.

There are several ways of overcoming the unsuitable nature of such a medium:

(i) Overdesign the system by using very high powers, and large antenna arrays -
typically tens of kilowatts, and arrays occupying several acres of land.

(ii) Incorporate some artificial intelligence into the system by utilising
propagation prediction programs to set the optimum working frequency.

(iii) Employ operators to monitor the traffic, and other channels to determine an

optimum channel to use.

The above three methods all suffer drawbacks:

In the overdesigned system, signals may still not propagate satisfactorily, and
interference may still be caused to adjacent users. This type of system is also not an
appropriate basis for an easily installed, portable station for field use, due to the
fact that high power output amplifiers are generally physically large and, as mentioned
above, the antenna will require a large amount of space.

In (ii), the calculated optimum channel is used, but the calculation is unable to
take into account effects such as SIDs, auroral blackout and man-made interference;
therefore it may still not provide a satisfactory working channel for the user.

Whilst solution (iii) seems to provide a satisfactory answer to the problems
associated with HF, it is very man-intensive, thus adding excessive life-cycle costs
associated with manning, and is still prone to operator error/fatigue.

A better system would be one without operator intervention, and could itself adjust
the traffic channel / error control coding scheme to suit the prevailing conditions.
This type of system may use a propagation prediction program to define a starting point
on which to set-up the system's data flow.
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2 AN ADAPTIVE SYSTEM CONCEPT

One such system is outlined in Figure 2: it can be seen to comprise of two
amateur-grade transceivers and associated software routines. One of the transceivers
is devoted to probing and assessing the channels available to the user, according to
some appropriate algorithm, whilst the other carries data on a channel determined by
the control software. It can also be seen that the error-control coding scheme is also
under the control of the same software, thus providing a variable-redundancy coding
scheme for the user data.

The usefulness of being able to vary the amount of redundancy added to data can be
seen from the plot of any block code's performance, shown in Figure 3; for very high
error rates, the bit error rate for the coded case is worse than that for the uncoded
case, and it can therefore be seen that the added redundancy serves no purpose except
to reduce the throughput. Work has been done on simulating a variable-redundancy
coding scheme (Hellen, 1985) and Figure 4 shows the variation in throughput achieved
when using such a scheme. Real tests of such a scheme have also been performed
(Goodman and Farrell, 1975)

In order to take full advantage of the channels available, the data channels at
each end of the link may transmit on different frequencies, as the HF path may not be
reciprocal between the two sites, and therefore some means of informing each end of the
link of the correct channel to use must be devised.

Referring to Figure 5, it can be seen that the channel for data transmitter A to
use, and the coding scheme for coder A to employ, is determined by the results of
probing/error measurements taken by receiver B, which have been compiled into a table
indicating the best channel and code to use at any one time; similarly for transmission
in the opposite direction. It can be seen that by responding to these commands to
change channel and coding scheme, then optimum use can potentially be made of the
channels available.

3 CHANNEL ENCODING/DECODING PROCEDURES

The channel encoding/decoding procedures can basically be split into 2 parts;
error-control coding and modulation.

3.1 Error-control coding

The error-control coding schemes are implemented in software on an 8085-based
system, with 8K ROM and 8K RAM for memory, although this may be upgraded at a later
date by the inclusion of additional memory cards. The execution time associated with a
software-based system is not a limiting factor since, for this application, it is
intended to operate only at up to 150-300 bits per second maximum source rate.

The algorithm used to code/decode the data is based upon matrix generation of the
code (see Appendix 1); thus, in order to specify a code for the system to employ, it is
only necessary to define the generator matrix, the length of the code and the syndrome
look-up table for the decoder. This may be performed via the RS232 serial interface
between the coding and the control boards. At present only half-rate codes have been
implemented in order to simplify system timing, although it is intended to cater for
other codes in the future by employing the system's internal timers and interrupt
structure to clock data in and out of the software buffers at differinq rates.

Initial results for the Golay (23,12) code have been promising (Figure 6) in that a
coding gain of approximately 2dB was achieved using a source rate of 150bps. The Golay
(23,12) code is in fact implemented as a (24,12) code, to simplify system timing, by
adding a extra, unused zero to each 23-bit codeword.

Basic error rates for the channel may be deduced from the operation of the decoder,
since a look-up table technique is used. This means that for any given syndrome
produced by the decoder, there will be associated with it an error pattern, which is
used to correct the incoming word. Knowledge of this error pattern enables the user to
gain an estimate of the current error-rate. However, due to the nature of the look-up
table, ie. all the error patterns used are of minimum weight, some larger error
patterns may be mistaken for minimum weight patterns and thus will give a false
indication of error-rate. The look-up table for the larger error patterns is also
known, and therefore may be switched with the minimum-weight table, to provide more
reliable error-correction for channels with a higher error-rate.
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3.2 Modulation

A 2-tone FSK modem has been designed for use by the system (Figure 7). A simple
2-tone design was felt to be sufficient to cope with the low-rate traffic, both control
and data, expected to be passed by the system. However, due to the modular
construction of the modem, with each bandpass filter contained on a single Eurocard,
future upgrade to more than 2 tones is possible. The important features of this design
are:

3.2.1 Frequency agility

The corner frequencies of both the lowpass and the highpass filters which make up
each bandpass filter are computer-controllable, as are the two modulator tones. Thus
it can be seen that, in conjunction with a suitable algorithm, shifting the tones to
regions of low interference within a given channel is possible.

3.2.2 Variable threshold

The threshold, with which the summed outputs of the bandpass filters is compared,
is made automatically variable to enable it to lie midway between the two signal
levels, thereby helping to combat frequency-selective fading. This is achieved as
follows:

(the higher of the two tones is taken to represent a 'space', i.e. a logic '0')

The rectified output from the 'space' filter xs(t), is integrated over 10 bit
intervals,
tI = 10T, where T equals the bit period, to give

Ys(t) = Jtlxs(t) dt (3.1)

Similarly, for the 'mark' filter:

Ym(t) = Itlxm(t) dt (3.2)

The difference between these is taken to be the time-varying threshold, th(t):

th(t) = Ys(t) - Ym(t)

= Jt1xs(t) dt - f t1xm(t) dt (3.3)

A decision is then made on the output as:

Output = 0 if (xs - xm ) > th
= I if (xs - xm ) < th (3.4)

(in practice, the output is also converted to RS232 levels)

Also included is the option to have a fixed threshold of zero volts, as the output
can become noisy whilst using a variable threshold; for example, under 'mark' only, or
'space' only conditions, the threshold moves towards the corresponding level.

An on-board microcontroller is to be added to enable full control of the modem over
a serial network, together with the sending of A-D conversion values for the signal and
threshold levels, to allow use of soft-decision decoding if required. It is also
intended to provide a memory facility in the controller to enable standard rates / tone
spacings to be called from memory, thus allowing for the possibility of quickly
changing the rate of data transmission.

Initial results for the modem are presented in Figure 8, though for the purposes of
future calculations, the performance is taken to be:

Pe = 1/2 exp [ -Eb/No ]  (3.5)

Where, Eb = signal energy per bit, No = noise power spectral density
for white noise

The tones are presettable (as are the filters) to within 12 Hz, over the range
500 Hz to 3.0 kHz, and should thus support the normal range of HF bit-rates.
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4 SYNCHRONISATION AND CONTROL OF EACH END OF THE LINK

The control software assumes that the current data channel is satisfactory, since
this will have been the best choice given by the control software and therefore appends
control data for the other end of the link, in the form of new channel and/or new
coding scheme, in the header of the user data. The data format is of the form shown in
Figure 9.

The header serves various purposes, these being:

(i) The reversals inform the receiver software of the prescence of a signal, and
also serve to enable the decoding software to derive clock synchronisation.
This is done by running an internal clock in the decoder at a multiple of the
incoming data clock frequency and using this to sample the incoming
reversals. If the sampling rate is 16 times the data rate, then the decoder
will fill a buffer of length 16 with the incoming samples. Clock
synchronisation can then be derived by waiting for the weight of the buffer to
reach a predefined threshold, say 15 (thus allowing for a margin for noise
without severely degrading the clock's phase). This will indicate that a full
bit reversal has been received, and that the transmitter clock is about to
change state. Therefore the receiver clock may now be started at the expected
data rate.

(ii) The synchronisation sequence used is the concatenated Barker (7,11) sequence
(see Figure 10) which enables frame synchronisation to be achieved down to a
high error rate (Barker, 1953). To determine the robustness of such a
sequence, assume that cross-correlation in the polar-binary case is taken.
Thus, at zero shift ie. maximum correlation, the peak height is reduced by 2
for each bit error. For an (m,n) sequence, the peak height h, with no errors
is given by:

h = mn (4.1)

Thus, with r errors added, the height is now:

h = mn - 2r (4.2)

Therefore, for a probability of error, p,

h = mn - 2pmn

= mn (1-2p) (4.3)

In a Gaussian white noise environment, using equation (3.5), equation
(4.3) becomes,

h = mn (1 - 2 exp [ -Eb/2No]) (4.4)

Frame synchronisation may be found by waiting for the cross-correlation
function value to exceed some predefined threshold, determined by the maximum
error-rate that can be satisfactorily handled by the following coding
scheme(s). It is possible to make this threshold variable to accomodate for
different signal-to-noise conditions, although this is not implemented in the
system described.

(iii) After the frame synchronisation has been sent, the next 48 bits are encoded in
Golay (24,12) format, and comprise of two 12-bit contorl words. The control
words inform the contorl software on which channel to trasmit data, or with
which code to encode the user data. These control codes have to be robust to
minimise system hold-ups caused by changing to the wrong channel/code. The
method chosen to encode these control words comprises the following steps:

(a) Choose a control word of either CHANNEL or CODE which is minimally spaced
by a distance of 4 - the words 1010 and 0101 have been chosen. For
future use with more commands, the minimum spacing of 4 will not apply,
and therefore the control will be degraded if left unmodified.

(b) Repeat the word 3 times to form a 12-bit word. This enables a majority
vote to be carried out at the decoder to minimise the probability of
false decoding.

(c) Encode in Golay (24,12) format, thereby providing an additional
error-correction facility of up to 3 errors out of each block of 24
bits. This also provides an error-detection facility of up to 6 errors
in 24 bits.

Obviously, we cannot provide minimum distance decoding for the control
parameter, x eg. CHANNEL X, due to its nature, thus step (a) will be missed
out for the second of the two control words.
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4.1 Probability of a command being incorrectly decoded

The probability of incorrectly decoding a control word may be calculated:
assuming an ideal modem is used) by:

(a) The probability of decoding a bit in error over the channel, using a half-rate
code, and a 2-tone FSK modem is:

Pe = 1/2 exp [ -Eb/4No 1 (4.5)

(b) A Golay decdoing error occurs if 4, or more errors in a block of 23 bits,
although error-detection may still be possible, depending on the error pattern
(Shanmugam, 1979); thus:

23
Pg = [231 Pe i  

- pe)2 3
- i  (4.6)L i

i=4

where Pe is defined in (4.5)

(c) For the repetitions of the 4-bit 'word', a bit error occurs if 2, or more bits
out of the triplet are in error:

[31 pg2 ( pg) [1 pg3

Thus, Pr = 
3pg 2 

- 2pg3  
(4.7)

where pg is defined in (4.6)

(d) For the minimum-distance decoding of the first control word only, a decoding
error occurs if 2, or more bits from the 4 are in error:

Pm = [4] Pr2 (1 - Pr) 2 
+ [4 Pr3 (1 - Pr) + 4 4.8)

where Pr is defined in (4.7)

A similar expression exists for the probability of incorrectly decoding a control
parameter, since an error will occur if 1 or more bits from the 4 are in error. In
fact, the expression can be written in terms of equation (4.8):

Pp = Pm + [4) Pr (1 - Pr) 3  (4.9)

A plot of the theoretical performance of the above stages is presented in Figure
11, and it can be seen that the system collapses at very-low signal-to-noise ratios.

By using this graph, a value for the frame synchronisation cross-correlation
threshold can be determined, by ensuring that frame synchronisation is not achieved for
an unacceptable command word error-rate.

5 CHANNEL EVALUATION

Two forms of channel evaluation have to be used in order to achieve a high level of
performance from the system. These are evaluation of the channel in use, and
evaluation of alternative channels available.

5.1 Current channel evaluation

On start-up of the system, passive probing of all the channels may take place (up
to the predicted MUF) to determine a starting channel, depending on the channel which
appears to be the clearest. Passive probing will typically take the form of scanning
all available channels, and awarding them a figure of merit depending on which has the
lowest unwanted signal level.

After start-up, an estimate of the channel's usability may be found in several ways:

(i) The (peak-minus-sidelobe) height of the frame synchronisation correlation is
directly proportional to the probability of error for the channel (Figure 12) and
therefore, by calculating this value, a rough estimate of the channels' bit error rate
may be ascertained.
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(ii) As stated in section 3.1, an estimate of the channel bit error-rate may be
obtained from looking at the error pattern which the decoder adds to the incoming data
in order to correct errors. This will also enable the control software to acsertain
whether the errors come in bursts, or are random, and may thus alter the coding scheme
to suit.

(iii) The maximum usable data rate may be found in an ARQ system by using
embedded-array coding (Darnell, Honary & Zolghadr, 1986). Figure 13 shows a typical
flow of data for such a scheme, and it can be seen that by accepting the appropriate
data stream, 1, 2, or 4, data block throughput is available, since data transmission
continues after the last correctly received block. Thus if stream 3 were accepted,
then this is equivalent to 4 blocks in which, the lower rate stream 1 was accepted;
hence the system is essentially self-adjusting to the channel's available capacity
(Figure 14).

(iv) Use of the signal and threshold levels from the modem enables the control
software to determine the relative strengths of each tone, and thus provides an
indicaLion of frequency-selective fading, since the signal level in each bit-interval
will give the level for each tone; ideally, these two levels should be the same.

5.2 Alternative channel evaluation

The process involved in evaluating alternative channels is basically the same as
that for the current channel evaluation. However, this process will be faster, since
only a probing sequence, for example the Barker (7,11) sequence, will be sent. The
reception of such a sequence will enable steps (i) and (iv) above to be performed on
the alternative channel. Adding data in the form of embedded-array coding may also
enable the probe to determine the maximum data rate on that channel, at the expense of
more time taken to probe all channels.

Once all the channels have been probed, a table is compiled indicating the best
channel / code which is available to the receiver. This information is then
transmitted to the other end of the link in the user's data header, as detailed in
Section 4, and a channel / code update will then occur, hence maximising throughput.

6 OVERVIEW AND PRELIMINARY RESULTS

A flow chart of the operations involved in probing and selecting channels is given
in Figure 15, and it is hoped to implement the full system in the near future. This
flow chart does not detail specific operations involved in the probing and channel
assessment algorithms, since these are not yet fully developed. However, the basis for
channel assessment via the probing channel has been presented in the above text.

Basic tests conducted so far have involved 'off-air' testing of the data header
format detailed in Section 4, and preliminary results are shown in Figure 16. As can
be seen, due to the length of the synchronisation sequence and control codes, the
length of each trial was limited to only 255, and therefore provides only a rough
indication of the results. Indeed, for some of the higher signal-to-noise ratios, the
resolution over 255 trials was not enough to enable a consistent result to be achieved.

It is hoped to conduct some live trials of the control system in the near future,
over a path length of approximately 100 miles. Further work can then begin on
providing a reliable means of probing alternative channels which, when coupled with a
suitable control algorithm, will provide the basis for meaningful test.

Initial tests will be carried out using just one transceiver to carry both the data
and probing information, but this will not limit the effectiveness of a fully
operational two-transceiver system as detailed. It is anticipated that the results of
practical tests will be presented at the Specialists Meeting.

Once a system comprising the above blocks is completed, it should provide the user
with a reliable, portable and cheap means of utilising the HF spectrum.

APPENDIX A

GOLAY (23,12) ENCODING/DECODING USING MATRICES.

1.1 Before a matrix description of the coding scheme is given, a description using the
codes' generator polynomial will be given, as the two are related.

Assume that there exists a generator polynomial, g(x) for an (n,k) cyclic code,
where k incoming bits are encoded into an n bit word. For a message given by m(x), the
parity p(x) may be calcuated by:

p(x) - rem I x(n-k).m(x) / g(x) ] (A.1)
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where rem is the remainder resulting from the division, and m(x) and g(x) are
the polynomial representations of the message and the generator respectively.

For the Golay (23,12) code, the generator polynomial is given by,

g(x) = x1 1 + x10 + x6 + x5 + x4 + x2 + 1 (A.2)

The codeword polynomial, c(x) is now formed by appending the parity to the message:

c(x) = x(n-k).m(x) , p(x) (A.3)

The message is output to the channel first, since this is the most significant.

At the decoder, a polynomial, s(x), known as the syndrome is produced, which is
used in the error correction process.

s(x) = rem [ c(x) / g(x) I (A.4)

When s(x) = 0, then either the codeword is uncorrupted, or an undetectable error
pattern has occurred.

When s(x) <> 0, then it may be used to find the most likely error pattern that has
occurred, to enable error correction to take place.

1.2 Using a matrix description

Since a polynomial calculation will be relatively complex to be performed in
real-time on a computer, another means of calculating the parity and the syndrome must
be used.

For a given code there also exists an (n,k) generator matrix G, which is given by:

G = [I P1 (A.5)

where I is the k identity matrix, and P is the parity matrix. G for the Golay
(23,12) code is given by:

100000000000 10101110001
010000000000 11111001001
001000000000 110100101C
000100000000 11000111011
000010000000 11001101100

G = 000001000000 01100110110 (A.6)
000000100000 00110011011
000000010000 10110111100
000000001000 01011011110
000000000100 00101101111
000000000010 10111000110
000000000001 01011100011

G may be formed from the generator polynomial, by using the identity matrix
elements as input to equation 1.1. This will produce the corresponding parity matrix.
It may also be formed by only generating a subset of the total elements, and by
shifting and adding (in modulo-2) the elements of this subset, the remaining elements
in G may be found. ( It is possible to shift the codewords, for a cyclic code, and
produce another valid codeword; this is the definition of a cyclic code).

The codeword C is produced from a message word M by:

C = M G (A.7)

where the above is a matrix multiplication.

At the decoder, the syndrome is again calculated, by multiplying out the transpose
of the parity-check matrix, H, by the incoming codeword R, to form the syndrome word S:

H - I pT I ] (A.8)

where pT = parity section of (A.6) transposed
I = n-k identity matrix

thus,

S = R HT (A.9)
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In practice, the received codeword, R may not be equal to the transmitted codeword,
C, due to errors added by the channel, and thus S will be non-zero ( for the system
descibed, the syndrome is used as an offset into a lookup-table containing correctable
error-patterns, thus error-correction is reasonably straightforward ).

1.3 Half-rate codes.

To make the system timing simple, half-rate codes were chosen. The Golay (23,12)
code is 'padded-out' by the inclusion of an extra bit to change it to a (24,12) code.
The extra bit may be used as an overall parity check, but has not been implemented as
such in the system described.

To 'pad-out' the code, a column of zeros is added at the right-hand side of the P
matrix in (A.6), and similarly for the H matrix. The position of the extra bit is at
the least-most significant bit and does not affect the performance of the Golay (23,12)
code, except for the slight increase in the channel data rate.

Codes other than half-rate ones may be implemented later by using two system
clocks; one clock to input data from the user into a buffer, and the other clock to
output data from the codeword buffer. This is done at present, but by inputting data
on one edge of the clock, and outputting data on both edges; therefore providing the
necessary half-rate.
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SUMMARY

The use of an increasing number of electronic apparatus became vital to meet the
high performances required for military navy applications. Thus the number of antennas
to be mounted on shipboard greatly increased.

As a consequence of the high antenna density, of the complexity of the shipboard
environment and of the powers used for comunication and radar systems, the EMC (Electro-
Magnetic Compatibility) problem is playing a leading role in the design of -1e topside
of a ship.

As other Navies, also the Italian Navy has acquired a numerical code for the antenna
siting and design. This code, together with experimental data measured at the Italian
Navy test range facility, allows for the evaluation of optimal sitings for antenna systems
on shipboard, and the prediction of their performances in the actual environment. The
structure of this code, named "Programma Elettromagnetico per Applicazioni Navali", PEAN
(Electromagnetic Code for Naval Applications) is discussed in this paper, together with
its capabilities and applications. Also the results obtained in some examples are pre-
sented and compared with the measurements.

1. PEAN DEVELOPMENT

During the last years previsional numerical methods became very important, and the
development of more and more advanced computers broadened their applicability. Also in
the field of electromagnetic applications and particularly in that of the antenna perfor
mance evaluation a large number of research activities has been devoted to the de-
velopment of numerical techniques for the solution of practical problems.

The Italian Navy has realized the need and the utility of a numerical facility to
evaluate the performances of antennas in the actual environment before the siting on
ships. To this end the Italian Navy has sponsored co-ordinated research activities at the
Istituto per le Telecomunicazioni e l'Elettronica "G. Vallauri", the Ingegneria dei Si-
stemi I.D.S. S.p.A., and the Department of Electronic Engineering of the University of
Florence. Their joint effort lead to the development of the PEAN code. A development
plan [i] was deviced so that the final goal has been reached through the achievement of
partial aims. During the development of PEAN routines, the numerical results have been
continuously compared with experimental data. The measurements, carried out at the an-
tenna pattern test range facility of the Italian Navy, have played a key role in checking
every new developed routine.

The development of the whole PEAN code has been completed in about three years,
this achievement has been possible also thanks to the US Navy [2,3] that delivered to the
Italian Navy some of their numerical codes, useful for the development of PEAN.

2. PROGRAM PEAN DESCRIPTION

Program PEAN is composed of many numerical routines which apply modern electroma-
gnetic techniques to the solutions of EMC problems on shipboard. So the code has the
following feature:

1. capability of analysis at all the frequency used on shipboards (0.5 MHz-40 GHz);
2. capability to solve different problems in the naval EMC field (radiation patterns,

couplings, hazard);
3. greater accuracy when it is required to meet accurate verifications in critical

cases of installation;
4. conformity to the requirements of integrated applications to the naval paltform.

system design.

The first three goals have been reached developing a modular structure of the code;
such structure allows the users to apply the program to a wide field of applications.
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Moreover it makes it possible to modify, to change and to add routines to the code so
that PEAN can remain at the state of art about electromagnetic methods.

A set of routines of PEAN allow for the user to process and display the input and
output data; so it is also possible to obtain an efficient representation of the results.

PEAN can evaluate (fig. 1):

1. the efficiency and radiation patterns of antennas mounted on ships;
2. the coupling between antennas on ships;
3. near fields, hazard regions;

these results are evaluated on the base of geometrical and electrical data of:

1. the antennas,
2. the superstructures of the ship,
3. the layout of antennas.

Moreover the program PEAN can evaluate the optical coverage of weapons, to
obtain a complete evaluation of the topside arrangement (fig. 1).

The program PEAN contains also a set of routines for specific simulation of
tipical communication antennas, as such as [4-8):

1. whip and twin whip,
2. wire and fan antenna,
3. dipole, yagi-uda, discone, ground plane, log-periodic dipole array, dipole array,
4. reflector and aperture antenna.

It is obviously possible to model antennas of other kinds, but not in an automatic way.
About the modeling of superstructures, PEAN code contains various modeling techni-

ques, according to the frequency of interest. At low frequency wire-grid and patches
models are used [9,101; while at high frequency many-sided flat plates and elliptical
cylinders 10 are used.

The electromagnetic methods employed in the PEAN code are the following.

1. Method of Moments (MM).
This method is used to simulate antennas and structures, when their dimensions
are smaller than or comparable to a wavelenght. Usually, for naval applica-
tions, MM is used for HF systems. The formulations of MM used in the PEAN are
the following:

a) for wire grid model
point matching with sine, cosine and constant expansions functions [11],
Galerkin method with piece-wise sinusoid expansions functions [121,

b) for patches model
point matching with pulse expansions functions [11],
Galerkin method with piece-wise sinusoid expansions functions [131

2. Physical Optics (PO), Geometrical Optics (GO), Geometrical Theory of Diffraction
(GTD).
These methods are employed to analyze antennas and structures when their dimensions
are large compared with a wave lenght. The Uniform formulation of GTD has been
used (UTD) [14,15]. The leading terms of the interactions among antennas and
structures (direct fields, reflected fields, single edge and convex surface
diffracted fields ...) are included in the PEAN code as well as higher order
terms such as doubly diffracted fields, plate-cylinder interactions, etc. The
capability of evaluating higher order interactions allows the user to analyze
very critical problems, such as coupling between antennas shadowed by a mast,
and provides an improvement with respect to other available GTD codes.

3. Hybrid Techniques (HT).
HT make use of a suitable combination of MM and GTD [16,171 and are applied at
VHF and UHF frequencies. Usually HT applications are based on MM formulation
for antenna analysis, and GTD evaluations for interactions with the obstacles.

3. PEAN APPLICATION

The use of PEAN code for the evaluation of antenna performance in real environment
requires a deep experience both from a theoretical (electromagnetic methods) and a
technical point of view. For this reason the development of (numerical) geometrical mo-
dels of the environment (structures) involved in the radiative phenomena becomes very
important. It should be noted that when the geometrical model of the whole ship has
been completed and stored on the computer, PEAN is able to extract numerical models of
portions of the ship, suitable for each antenna performance evaluation in its frequency
range. Moreover the development of numerical models often needs checks and comparisons
with experimental results to assure the reliability of the model.

For a general evaluation of antenna performances, the program use can be split into
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three main phases (fig. 1):

1. development of the geometrical model for antennas and structures; definition of
both electrical and geometrical input datal

2. execution of electromagnetic evaluations; results written on data file;
3. processing of results and display on graphic or alphanumeric devices.

A set of numerical routines has been also developed to generate the input data and to
process the output data.

The development of geometrical models is performed by a modeling code which can fastly
accomplish complex models, because of two important reasons:

1. automation in the definition of complex structure by means of a digitizer which
"reads" drawings or by means of merge of simple canonical objects;

2. capability of debugging of the model by performing real time checks on graphic
display.

The definition of input electrical data is performed by means of routines that ena-
ble the user to store a record of the input (data-base) and to check the validity of the
input data before starting with the evaluations.

The routines for electromagnetic evaluations are subdivided into libraries for each
e.m. method. The output data are written on data-files and can be printed or displaied
on alphanumeric or graphic devices. Moreover output data can be processed for other
applications, as in the case of near field data to evaluate radiation hazard.

The PEAN code will be resident in a host computer at the Istituto per le Telecomuni-
cazioni e l'Elettronica G. Vallauri (Mariteleradar) of the Italian Navy (fig. 2). Also
the following items will be installed on the computer:

1. a data base for antennas and devices,
2. a data base for geometrical models of actual ships;
3. a data base for electronic systems on shipboard.

Moreover the computer will be linked to a graphic station, to terminals at Mariteleradar
and to other external users, such as Navy Minister, ship yards and so on. So they will
be able to read data and results on data base in real time. A link to the antenna
pattern test range facility is also scheduler, to include measurement data in the data
base.

4. NUMERICAL EXAMPLES

PEAN has been successfully used to solve many practical problems. Up today PEAN
has been applied to studies on:

six Italian Navy ships,
Saclant's research vessel (Alliance),
helicopters and aircrafts.

The PEAN application fields are as follows:

a. design of HF communication antenna layout,
b. design of radar antenna layout,
c. evaluation of radar and communication antenna performances in the actual

environment,
d. evaluation of hazard regions,
e. design of wide band antennas,
f. evaluation of radiation inside rooms (towards windows, etc.),
g. evaluation of current and charge distribution on complex structures, due to

trasmitting antennas or incident plane waves (frequency domain),
h. evaluation of current and charge distribution excited by impulsive excitations

(time domain).

To explain the above, some examples are now provided.
The first example (fig. 3) deals with the evaluation of azimuthal radiation pattern

of a whip HF antenna mounted near a mast. In this case the Method of Moments (MM) has
been applied to a numerical wire grid model of the antenna and the structure.

The numerical results (fig. 3) have been compared with measurements accomplished at
the Italian Navy test range facility on a scale brass model. Numerical evaluations and
physical measurements have also been performed out of HF band, to check for the validity of
the numerical model out of the frequency range. The results show good performances up to
40 MHz (fig. 3).

The second example deals with the design of a wide band HF fan antenna [101. In
this case it is important to achieve VSWR values below 3 on the entire frequency band of
use. For this reason we have to control the input impedance of the antenna during the
design process. An example of this study, developed with MM, is shown in fig. 4.

The third example shows a typical application of the PEAN in the case of near e.m.
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field evaluations; these analyses are very useful to solve problems concerning hazard
radiation or compatibility with weapons or devices on shipboard. In this case the MM
has been used too. Some results are shown in fig. 5; the field has been evaluated (on
a numerical model) in the region (a) of fig. 5a, under the fan antenna, with a transmitting
power equal to 1 Kw, such as many communication systems on actual shipboard.
In fig. 5a an example of numerical preliminary model is shown; fig. 5b represents the
diagrams of electric field components on a plane in region (a) and fig. 5c provides compa-
risons between numerical results and data measured on actual ship at 4 MHz.

The evaluation of microwave antenna performances in a complex environment is another
important PEAN application field. An example is shown in fig. 6. The problem deals
with the evaluation of the radiation pattern of a search radar slot array antenna at 10
GHz, mounted in the presence of a reflector of another radar antenna (the obstacle). A
numerical model of the slot array has been developed using a set of current elements.

The radiation pattern in the presence of the obstacle has been carried
out by means of Geometrical Theory of Diffraction. The numerical results have been com-
pared with measurements on actual antennas (fig. 6); this comparison show the accuracy
of the method.

The last example presented deals with the application to ElectroMagnetic Pulse (EMP)
problems. It is known that the problem of system resistance (aircraft, ships, etc.) to
EMP excitation, can be related to two aspects:

1. "external" response; i.e. the current and charge distribution on the external
surface of the system;

2. "internal" response; currents and charges induced on internal cables, which also
depends on the direct (external) response via the geometrical configuration of
the object and the displacement of openings on it.

Concerning the first aspect, the PEAN can be used [19] to evaluate current and
charge distributions on the system in the EMP frequency band. The results are processed
(fig. 7b) first by weighting the frequency samples with the EMP spectrum and next by
applying an algorithm of inverse Fast Fourier Trasform (FFT) to obtain time domain re-
sponse.

For example the current diagram excited on the tail wing of an aircraft is shown in
fig. 7c. This analysis, carried out on the whole surface of the aircraft, enables to:

a. evaluate the "critical surface regions" on which there are the peaks or RMS
maximum value of current and of charge;

b. evaluate the stress amplitude;
c. evaluate the stress time extent.

5. FUTURE DEVELOPMENTS

At present the PEAN code is able to carry out most of the evaluations required for
the practical treatment of EMC problems on ship-board within the limits of state of art
of the electromagnetic methods. In addition, it had been developed with a particular
emphasis to naval engineering problems. Also, some topics have been identified in order
to improve the code accuracy and efficiency.

The topics, that have currently being considered, are:

1. the numerical optimization, to reduce the execution time and computer storage
when large volumes of data are involved as in the case of Method of Moments ma-
trices (1000 x 1000 complex elements);

2. the development of electromagnetic algorithms for solving problems involving
structures (plane or curved) covered or composed of non-conducting materials;

3. the development of a direct interface between the PEAN code and CAD facilities
of the ship yards.
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NARRATIVE COMPRESSION CODING FOR A CHANNEL WITH ERRORS

By Dr. James W. Bond, Staff Scientist
NAVOCEANSYSCEN, Code 83
271 Catalina Boulevard

San Diego, California 92152-5000

ABSTRACT

Data ccmpression codes offer the possibility of improving the thruput of existing
communication systems in the near term. This study was undertaken to determine if data
compression codes could be utilized to provide message compression in a channel with up to
a .10 bit error rate.

The data compression capabilities of codes were investigated by estimating the
average number of bits-per-character required to transmit narrative files. The
performance of the codes in a channel with errors (a noisy channel) was investigated in
terms of the average numbers of characters-decoded-in-error-per-bit-error and of
characters-printed-in-error-per-bit-error.

Results were obtained by encoding four narrative files, which were resident on an IBM
PC and use a 58 character set. The study focused on Huffman codes and suffix/prefix
comma-free codes. Other data compression codes, in particular, block codes and some
simple variants of block codes, are briefly discussed to place the study results in
context.

Comma-free codes were found to have the most promising data compression because error
propagation due to bit errors are limited to a few characters for these codes. A
technique was found t3 identify a suffix/prefix comma-free code giving nearly the same
data compression as a Huffman code with much less error propagation than the Huffman
codes. Greater data compression can be achieved through the use of this comma-free code
with code word assignments based on conditioned probabilities of character occurrence.

INTRODUCTION

Data compression encoding offers an option for increasing the channel capacity of
existing communications systems by efficiently encoding the narrative portions of
messages. A data compression code assigns short binary code words to characters with a
high frequency of occurrence and long code words to characters with a low frequency of
occurrence. Difficulties arise when data compression codes are used in noisy channels
because one bit error can lead to multiple character errors due to temporary loss of
character synchronization.

This study focused on the investigation of Huffman and comma-free data compression
codes which could be used to encode characters based on their probabilities of occurrence.
The comma-free code results were then extended to encoding of characters based on their
conditional piobabilities of occurrence. In addition, several coding approaches using
block codes and simple variants of block codes are discussed.

The data compression provided by a code is measured by the average number of bits-
per-character of the encoded narratives files; the performance of the code in noisy
channels is measured by the average number of characters-decoded-in-error-per-bit-error
and the average number of characters-printed-in-error-per-bit-error. Generally speaking,
as the number of bits-per-character decreases (that is, as data compression increases),
the numbers of characters-decoded and printed-in-error-per-bit-error increase. Observe
that under the assumptions of a fixed bit-error-rate and random bit errors, the ratio of
the average number of character (decoded or printed) errors for two codes is equal to the
ratio of the product of the average number of bits-per-character and the average number of
characters (decoded or printed)-in-error-per-bit-error for the two codes.

Results are presented for a 58 character alphabet derived from the 95 character set
of the personal computer and for processing narrative files stored on its hard disk.
These files were edited to use only capital letters and certain seldom used symbols were
deleted to obtain an alphabet emulating the Military Standard of the American Variation of
the International Telegraph Alphabet No. 2 (hereafter called the Military Baudot Code) in
use for Navy communications.

The error properties of both Huffman and comma-free codes depend on the specific
choices of bits and code words, respectively, used to construct the codes. A main thrust
of this paper is to identify the Huffman codes and the comma-free codes giving the lowest
average number of character (decoded or printed)-errors-per-bit-error for a given
compression gain.

APPROACH

Huffman codes are known to provide the best data compression possible for variable
length coding of individual characters [reference 1]. This property is ensured by the
code construction process because it is based on the probabilities of occurrences of the
characters to be encoded. We began our investigation by establishing the properties of
Huffman codes in noisy channels using character encoding.
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The comma-free codes analyzed in this report are constructed using a sequential
procedure found by R. A. Scholtz [references 2 and 3]. His procedure does not utilize
probabilities of occurrence to guide the construction process. We developed a way to most
nearly match the word lengths of a comma-free code to those of an optimum Huffman code in
order to maximize the data compression performance of the selected comma-free code.

Even after specifying the distribution of word lengths of Huffman and comma-free
codes, there are degrees of freedom in the construction processes. It was discovered that
the error properties of a code depended on the use made of these degrees of freedom.

The insights provided by the investigation of Huffman codes and comma-free codes led
to the identification of certain natural extensions of the presently used Military Baudot
code. A comparison of the performance of these codes with those of Huffman and comma-free
codes provides an additional performance gauge against which the latter codes can be
assessed.

The Huffman code construction process has a great number of degrees of freedom. The
impact of bit errors on character synchronization and character errors is very context-
dependent; therefore, an analytical study of the dependency of error statistics on the
Huffman construction process could not be performed. Therefore a simulation program was
written and exercised to search for the best Huffman codes.

The number of degrees of freedom in the comma-free code construction process depends
on the number of sequential steps in the process and not on the character set size. The
performance of codes constructed in a few steps, which are the codes of most interest, are
established analytically by an exhaustive treatment of the available codes.

Huffman and comma-free coding could also be applied to character encoding based cn
conditional probabilities of character occurrence. We obtained results for comma-free
codes, which are placed in perspective by considering block coding of the words in large
dictionaries.

DATABASE

Four narrative files were used to analyze the performance of data compression codes.
These files (labeled I, II, III, and IV) contain 31,744, 28,672, 12,288, and 13,312
bytes, respectively, and are resident on the hard disk of the personal computer. All of
the narrative files were technical documents involving some equations.

Table 1 presents the probabilities of occurrence for the different characters for
each of the four narrative files. Note that the probabilities of occurrence of the
characters are similar for the four narrative files.

BLOCK CODES AND GENERALIZED BAUDOT CODES

This section describes block codes and a family of compression codes which have a
structure very similar to that of the presently used Military Baudot code.

Block Codes

A code consisting of code words of equal length is calle a block code. The length
of the block code used depends on the number of different sym4bols being encoded. A 58
character set is used by the United States Navy. Six-bit code words are necessary to
encode this character set.

If words are encoded, then the dictionary size determines the length of the code
words necessary to encode the words: 14 bits are necessary to encode a 16,384 word
dictionary; 15 bits to encode a 32,768 word dictionary; and 16 bits to encode a 65,536
word dictionary. (Note for an average word length of five characters, the dictionary
schemes use 2.33, 2.50, and 2.67 bits per character encoding, respectively, by not
requiring the encoding of spaces.) Larger dictionaries appear to be prohibited by the
difficulty of implementing encoding and decoding by table look-up operations. One final
note: if block codes are used, a bit error leads to a single character error if characters
are encoded or a single word error if words are encoded.

Since the English language is known to contain over 300,000 words some provision must
be made to handle words not in the dictionary. It is undesirable to limit the vocabulary
of the writer of Navy messages so that words occur which are not in the dictionary. In
order to take the most advantage of a fixed-size dictionary some way should be found to
handle variants of the same word, such as alternate spellings, misspellings, and
abbreviations. We do not analyze block encoding of large dictionaries in this paper.
Rather we chose to analyze the use of data compression coding of characters based on
conditional probabilities of character occurrence.

Generalized Baudot Codes

The Military Baudot code consists of information carrying characters and two shift
characters, which change the decoding of the next code word. The Military Baudot alphabet
consists of 56 information characters and shift characters. One shift character shifts
letters to figures and the other from figures back to numbers. If a simple block code was



18-3

TABLE 1. CHARACTER PROBABILITIES OF OCCURRENCE FOR
FOUR NARRATIVE FILES

NARRATIVE NARRATIVE NARRATIVE NARRATIVE
CHARACTER FILE I FILE II FILE III FILE IV

" " 0.3085 0.3171 0.2851 0.4095
E 0.0855 0.0865 0.0882 0.0664
T 0.0636 0.0677 0.0585 0.0492
N 0.0543 0.0537 0.0483 0.0407
O 0.0416 0.0518 0.0505 0.0420
I 0.0513 0.0511 0.0537 0.0426
A 0.0455 0.0450 0.0499 0.0434
R 0.0392 0.0421 0.0471 0.0438
S 0.0372 0.0391 0.0440 0.0367
H 0.0277 0.0263 0.0291 0.0162
C 0.0193 0.0232 0.0245 0.0216
L 0.0233 0.0218 0.0262 0.0226
D 0.0191 0.0206 0.0327 0.0165
U 0.0142 0.0185 0.0147 0.0165
P 0.0163 0.0170 0.0171 0.0164

M 0.0120 0.0162 0.0230 0.0150
F 0.0151 0.0141 0.0190 0.0169
G 0.0117 0.0121 0.0163 0.0109
B 0.0049 0.0101 0.0017 0.0067
V 0.0136 0.0099 0.0078 0.0077
W 0.0147 0.0082 0.0080 0.0030

0.0073 0.0076 0.0075 0.0087
Y 0.0050 0.0058 0.0074 0.0026

0.0062 0.0001 0.0036 0.0060
0.0016 0.0039 0.0024 0.0024
0.0016 0.0039 0.0024 0.0024

- 0.0047 0.0034 0.0044 0.0053
1 0.0078 0.0024 0.0015 0.0054
K 0.0040 0.0023 0.0014 0.0008
/ 0.0003 0.0016 0.0003 0.0019

J 0.0016 0.0014 0.0011 0.0000
X 0.0018 0.0013 0.0017 0.0008
2 0.0059 0.0013 0.0016 0.0031
+ 0.0031 0.0011 0.0000 0.0000
- 0.0019 0.0010 0.002 0.0000
Z 0.0002 0.0009 0.0011 0.0004
Q 0.0014 0.0008 0.0012 0.0004
3 0.0015 0.0007 0.0010 0.0018
0 0.0009 0.0005 0.0014 0.0050
- 0.0000 0.0005 0.0000 0.0000
" 0.0003 0.0003 0.0003 0.0000
4 0.0000 0.0003 0.0002 0.0001

0.0014 0.0002 0.0000 3.0000
0.0006 0.0002 0.0008 0.0004

8 0.0001 0.0002 0.0005 0.0015

@ 0.0000 0.0002 0.0000 0.0000
5 0.0001 0.0002 0.0005 0.0014
9 0.0000 0.0002 0.0007 0.0034
* 0.0021 0.0002 0.0000 0.0000

0.0000 0.0002 0.0006 0.0000
6 0.0000 0.0001 0.0002 0.0015
> 0.0000 0.0001 0.0001 0.0000
7 0.0000 0.0001 0.0001 0.0001
1 0.0000 0.0001 0.0002 0.0004
< 0.0000 0.0000 0.0002 0.0000

0.0000 0.0000 0.0001 0.0000
# 0.0018 0.0000 0.0000 0.0000

0.0000 0.0000 0.0001 0.0000

NOTE: " " denotes space
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used, six bits would be required; if a five-bit code is used instead, and one of the 32
code words is used as a shift character, 31 information characters can be transmitted
using five bits and the remaining 25 information characters can be transmitted by using
the five-bit code word reserved for a shift character followed by a five bit code word.

We model the Military Baudot code in terms of a code using a single one-character
shift character. The Military Baudot code should perform somewhat better than predicted
by the model because of the tendency for numbers and characters in the alphabet to occur
sequentially and the actual implementation of the shift as a toggle operation.

More than one shift character can be used and these can be used sequentially to
provide a whole family of different Baudot-like codes, which we call generalized Baudot
codes. A generalized Baudot code is specified by its basic code length and the number of
characters used as shift characters for each multiple of the block length. The
generalized Baudot codes of most interest for Navy messages use code lengths which are
multiples of 3, 4, or 5 (2 allows too few code words to build upon and 6 will block encode
58 characters).

The bits-per-character for the best single shift code is obtained as 5 + 5P, where P
is the probability of occurrence of any of the 27 least commonly occurring characters.
The average number of bits-per-character turns out to be 5.08, 5.06, 5.06, and 5.06, for
narrative files I, II, III, and IV, respectively. For this code, one character is decoded
in error per bit error and on the average 1.01 to 1.02 printed characters are in error per
bit error, depending on the training file.

Consider a generalized Baudot code using more than one shift symbol. Suppose, in
particular, that the shifts were used to produce a code with 15 words of length 4, 15 of
length 8, 15 of length 12, and 13 of length 16. One of the first 16 code words is a
shift, i.e., leads to a different interpretation of the next code word; one of these code
words is reserved to lead to still another interpretation of the next code word; and one
of these is reserved to lead to still another interpretation of the next code word. The
average number of bits-per-character required to transmit information using this code is
4.68, 4.52, 4.54, and 4.52, for narrative files I, II, III, and IV, respectively. For
this code, one character is decoded in error per bit error and on the average 1.13 to 1.17
printed characters are in error per bit error, depending on the training file.

A Baudot code based on length three code words provided about the same compression as
one of length four, at the cost of greatly increased complexity.

HUFFMAN CODES

Using only the probabilities of a set of characters being transmitted, Huffman
provided an organized technique for constructing efficient codes, i.e., using a minimum
number of bits (on the average) to transmit characters. The procedure for constructing a
Huffman code is illustrated in the following example drawn from reference 1.

Suppose that five characters, a, b, c, d, and e, with probabilities of occurrence
0.125, 0.0625, 0.25, 0.0625, and 0.5, respectively, are to be encoded (see figure 1).

9 .5 u .5 F .5 a .5

a .125 a .125 j (ob,d) .25

b .0625] (b,dL 125

d.0625 N
* ~- 0

- 0 1

b 0 1 1

d II i

CODE A (READ RIGHT-TO-LEFT)

C - 0 0
a 0 I 0
b 0 1 1 0
d I 1 0

CODE B (READ RIGHT-TO-LEFT)

Figure 1. Two Examples of Huffman Coding
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For this example, the Huffman procedure involves three regroupings of five characters.
Grouped characters are indicated by (b,d), (a,b,d), and (c,a,b,d) along the top of figure
1. At each stage in this step, the two characters or group of characters with the lowest
probabilities are grouped and the group is assigned the probability obtained by summing
the probabilities of its members. The Huffman code is constructed based on the character
groups by proceeding from right to left. Two of the many possible codes which can be
assigned to the original character set by the Huffman construction process are illustrated
in figure 1.

We discuss the construction of Code A first. Step 1: assign "0" to the most likely
character "e" and "1" to the character set (c,a,b,d). These bits are the first bit in the
code words assigned to the characters. The character "e" is distinguished from the
characters "c", "a", "b", and "d" by the fact that the code for "e" begins with "0" and
the others begin with "1". Step 2: no bit is assigned to "e", and a second bit is
assigned to the remaining characters. This bit is chosen to distinguish "c" from "a",
"b", and "d"; "0" is assigned to "c" and "I" is assigned to the other characters. Step 3:
no additional bits are assigned to "e" and "c"; additional bits are assigned to
distinguish "a" from "b" and "d". Step 4: no bits are assigned to "e", "c", and "a"; bits
are assigned to distinguish "b" and "d".

Code B, also shown in figure 1, differs from code A in that at step 1, the character
"e" is assigned "i" and the characters "c", "a", "b", and "d" begin with "0". The
remaining steps are the same. Note that "0" and "1" can be assigned in either way at each
step, leading to the construction of 16 different codes for the example shown in figure 1.

The example in figure 1 is very regular in that no reordering is necessary during the
grouping of characters at the different stages of the construction process. This is not
always the case. It is also worthwhile to note that the Huffman coding procedure can lead
to block coding when all of the character probabilities are the same. For example,
consider the case of eight characters: a,b,c,d,e,f,g, and h, each having a probability of
0.125. The first step leads to grouping g and h, the next step to grouping e and f, the
next to grouping c and d, and the fourth step to grouping a and b. Each group is assigned
a probability of 0.25. The next two steps lead to grouping e,f,g, and h, and to grouping
a,b,c, and d. Each of these groups is assigned a probability of 0.5. It is easy to see
that in this case each character is assigned a three-bit code word. In general, the
Huffman code construction process for characters with differing probabilities of
occurrence leads to a code with some characters having code words of the same length and
other characters having code words of differing lengths.

Figure 2 shows the impact of introducing a single bit error into the code word
assigned "a" for Code A and Code B. For Huffman codes, and other variable length codes,
the impact of an error depends on the characters following "a". In the example, "abcde"
is being transmitted. The impact of the single bit error is enclosed by brackets and an
error count shown to the right for each of the two Huffman codes. For code A, an error in
the first bit of the code word for "a" leads to it being incorrectly decoded into the two
characters "e" and "c"; i.e., one character decoded in error and two characters printed in
error. For code B, an error in the first bit of the code word for "a" leads to the next
three characters being decoded in error for a total of 10 characters printed in error.
For code A, the bit error does not lead to loss of character synchronization; while for
code B, it does.

a b c d I CODE A CHARACTER ERROR COUNT FOR

A SINGLE BIT ERROR

DECODER PRINTER
It0 illO 1o lt 0 ERRORS ERRORS

010 1110 1o lilt 0 1 2

c b c d a

a b c d a CODE B CHARACTER ERROR COUNT FOR
A SINGLE BIT ERROR

DECODER PRINTER
010 0t0 00 0il1 I ERRORS ERRORS

110 O1o 00 0ill 1 4 1o

It C ME C C cat I a

Figure 2. Examples of Error Propagation for Two Huffman Codes
Providing the Same Compression
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We turn now to the analysis of Huffman encoding of the four narrative files
previously described. The structure of a Huffman code in the sense of its distribution of
lengths of code words is determined by the probabilities of occurrence of the 58
characters in the encoded narrative file (provided some convention to treat equi-probable
sets in the construction process is adopted).

Table 2 summarizes the code words assigned by the particular computer implementation
of the Huffman constructed process that we used in our study. (It also contains a column
of word lengths for a comma-free code. This column will be discussed later.) The code
word lengths for Huffman encoding were obtained using the probabilities of occurrence of
the characters presented in table 1 for the four narrative files. The order of the
characters is the same in table 2 as that in table 1 and the characters are partitioned
into sets of 15 characters to facilitate discussion.

The probability of occurrence of any of the first 15 characters listed in table 2
exceeds .84 for all the narrative files. The word lengths assigned to the first 15
characters based on the probabilities of occurrence of the characters in the different
narrative files never differ by more than one bit. The word lengths are nearly the same
for the next 15 characters and tend to differ greatly only for the least probable
characters. Some of the differences between word lengths presented in table 2 for low
probability of occurrence characters could have been lessened by adopting a different
convention for equi-probability character sets than that used in our simulations.
Nevertheless, use of any of the four narrative files as a training file should lead to
similar compression results for Huffman (and later, comma-free) encoding of the narrative
files.

Huffman code data compression performance is summarized by the average number of
bits-per-character required to transmit the narrative files depending on the particular
file (the training file) whose probabilities of character occurrence were used to
construct the code. Table 3 summarizes the results of the Huffman code average bits-per-
character calculations. Note that using narrative files II and III as training files gave
nearly the same results. The maximum difference between two entries of the tables
occurred when narrative file IV was used as a training file for narrative file I; however,
the difference was only .23 bits-per-character.

TABLE 2. HUFFMAN AND COMMA-FREE CODE WORD LENGTHS
FOR FOUR NARRATIVE FILES

WORD LENGTHS WORD LENGTHS
FOR NARRATIVE FILE COMMA- FOR NARRATIVE FILE COMMA-

CHAR T II III IV FREE CHAR I II III IV FREE

" " 2 2 2 1 2 J 9 9 10 22 9
E 3 3 4 4 3 X 9 9 9 11 9
T 4 4 4 4 3 2 10 8 10 9 9
N 4 4 4 5 4 + 10 8 18 15 9
O 4 5 4 5 4 = 10 9 13 21 9
I 4 4 4 5 4 Z 10 12 10 12 9
A 4 4 4 5 5 Q 10 10 10 12 10
R 5 5 4 5 5 3 10 9 10 10 10
S 5 5 5 5 5 0 11 10 9 8 10
H 5 5 5 6 5 - 11 25 19 27 10
C 5 6 5 6 6 " 11 12 11 18 10
L 6 5 5 6 6 4 12 15 12 13 10
D 6 6 5 6 6 12 9 19 27 10
U 6 6 6 6 6 12 11 10 11 10
P 6 6 6 6 6 8 12 14 11 10 10

M 6 6 6 6 7 @ 12 18 16 24 11
F 6 6 6 6 7 5 12 12 11 10 11
G 6 6 6 7 7 9 13 22 10 9 11
B 7 8 6 8 7 * 12 9 17 26 11
V 7 6 7 7 7 ; 12 24 11 19 11
W 7 6 7 9 7 6 13 19 13 10 11

7 7 7 7 8 > 13 17 13 23 11
Y 7 8 7 9 8 7 14 20 13 14 11

7 7 8 8 8 ' 15 21 12 11 11
8 7 9 9 8 < 16 25 12 20 11

( 8 7 9 9 8 ! 17 23 13 17 12
- 8 8 8 8 8 # 18 13 15 25 12
1 9 7 9 8 8 % lB 16 14 16 12
K 9 8 9 11 9
/ 9 11 11 9 9
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TABLE 3. AVERAGE NUMBER OF BITS-PER-CHARACTER FOR
HUFFMAN CODES AND DIFFERENT TRAINING FILES

TRAINING NARRATIVE NARRATIVE NARRATIVE NARRATIVE
FILE FILE I FILE II FILE III FILE IV

I 4.04 4.05 4.24 3.77
II 4.12 3.95 4.19 3.73
III 4.12 3.96 4.15 3.72
IV 4.27 4.05 4.32 3.63

The entries in table 3 required to encode the training files are calculated directly
as the sum of the probabilities of occurrence of a character with the length of the code
word assigned to it by the Huffman construction process. The remaining table entries are
obtained by multiplying each character probability of occurrence in the narrative file
under consideration by the length of the Huffman code word assigned to that character and
summing the results.

A computer program was written to search among the possible Huffman codes, which give
the bit-per-character values presented in table 3, for the one performing best in a noisy
channel. The original program reads a text file and counts the number of occurrences of
each character; from this, a Huffman code is constructed using the construction process
first described earlier. In order to search for a good code the specific choices made in
the Huffman construction process were randomized. The probabilities of occurrence for
each character and the assigned Huffman code words for each character were written to
files so that the particular codes could be recovered if desired. Trials were run using
the probabilities of occurrence of the characters in each of the four narrative files.
The simulations were run by randomly introducing bit errors at a rate of 3 per 1000 bits.
No attempt was made to model the impact of burst errors on the channel. It was felt that
should burst errors pose a problem in the implementation of a particular code, it would
always be possible to superimpose interleaving after data compression encoding and
deinterleaving prior to data compression decoding.

We found that, regardless of the narrative file used as a training file, the poorest
error performance results were obtained when processing narrative file IV (the most
compressible) and the best error performance results were obtained for narrative file III
(the least compressible). Figure 3 illustrates the dependency of the results upon the
code selection process by presenting the average numbers of characters-decoded-in-error-
per-bit-error for experiments run using narrative file II as a training file.

A best and worst code for each narrative file as a training file was selected for
further analysis. Figure 4 presents the distributions of lengths of successive printed
characters in error obtained for the best and worst of the eight cases analyzed. Note
that any of the printed character error sequences may involve more than one bit error.
However, the likelihood of two bit-error induced error sequences merging is very small for
a bit error rate of 3 in 1000 and can be neglected; therefore, printed output character
performance is summarized in terms of the average number of printed character errors per
bit error, which we estimated by dividing the total number of character errors by the
total number of bit errors introduced during a simulation run.
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There is a dramatic difference in the structure of the distributions for each of the
narrative files used as a training file for the Huffman codes found to give the best and
worst performance in a channel with errors. The best distributions have a preponderance
of short length sequences (lengths one, two, and three) while the worst distributions tend
to be relatively flat with the occurrence of extremely long character error sequences (35,
104, 65, and 90 for narratives I, II, III, and IV, respectively). The simulation for
narrative IV shown in figure 4 only resulted in three printed character sequences longer
than 7 characters, one each of 9, 10, and 14 characters. The average length of a printed
sequence of character errors for this Huffman code, presented in table 4, was 2.4 printed
character errors.

Some experiments were run using an operator-interactive program to determine the
percentage of errors introduced into a text file through Huffman decoding of bit errors
that could be corrected through narrative context. It appears possible to change a bit
likely to be in error and then to use a standard spell check program to check whether
reinitialization of Huffman decoding by the change leads to more reasonable results. The
potential of such an algorithm could be assessed by using an operator-interactive
program--with the operator choosing the decoding which provided text which made the most
sense.

A 4271 character narrative file consisting of 88 lines and 4456 bytes was chosen to
assess operator-interactive correcting of narrative character errors. Bit errors were
introduced randomly at a rate of .005. This error rate would lead to an estimated 90
characters containing a bit error ((.005)(4271 characters)(4 bits/character)). These 90
bit errors led to 362 character decoding errors. After the interactive session the
operator was able to reduce the number of character decoding errors to 85 errors (that is
the number of character errors were reduced by 76 percent).

TABLE 4. HUFFMAN CODE WORDS FOR NARRATIVE FILE IV
WHICH PROVIDED THE BEST PERFORMANCE IN A
CHANNEL WITH ERRORS

CHAR CODE WORD CHAR CODE WORD

" " 01 @ 100010100010
10001010000000011 A 1110
11111110101 B 0001101
1 100010100000000100 C 11110

t 100010100000000101 D 000011
100010100000001 E 110
00100001 F 100011
00100000 G 111110

* 111111101001 H 10000
+ 0010101000 I 1010

1111110 J 111111110
- 10001011 K 001010101

0010001 L 000010
111111111 M 001001

0 00101011101 N 1001
1 001010110 0 1011
2 0010101111 P 001011
3 1111111011 Q 1000101001
4 001010111000 R 00000
5 100010100011 S 00010
6 0010101110010 T 0011
7 10001010000001 U 000111
8 100010100001 V 0001100
9 0010101110011 W 0010100

100010101100 X 111111100
111111101000 Y 1000100

< 1000101000000000 Z 1000101010
= 0010101001 100010101101

1000101000001 - 10001010111
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COMPA-FREE CODES

Coma-free codes are binary codes so constructed that it is possible to identify
individual code words prior to decoding the received bit stream. We analyze a family of
comma-free codes, known as "suffix/prefix" codes, found by R. A. Scholtz (reference 2).

In order to illustrate the ideas involved in Scholtz's construction process, we
discuss a particularly simple example of the Scholtz construction process. Scholtz
constructs sets of code words sequentially. We begin with the set of two code words
(0,1). The next code set is obtained from this set by choosing "l" as a suffix. This set
consists of (0,01,011,0111,01111,...). A next set is obtained by choosing an element of
this set as either a suffix or a prefix. If "0" is chosen as a prefix, the code set
becomes ( 0...01... 1 with at least one "0" and one "I") (we call this code the suffix-
prefix comma-free code); if "0" is chosen as a suffix, the code set becomes ( 01...10...0
with at least one "1") (we call this code the suffix-suffix comma-free code); if "01" is
chosen as a suffix, the code set becomes (0...01... 101...01 with zero or two or more
"l"s). Generally speaking, new code words can be constructed by either using suffixes or
prefixes. The process can be carried out any number of times.

Figure 5 shows the operation of the three-step process used to insert "commas", which
corresponds to the two-step construction process used to construct the suffix-suffix code
described in the last paragraph. (Individual code words are enclosed in brackets and the
bits maintained in alignment in figure 5 to aid the reader. The transmitted and received
bit stream would consist simply of the bits enclosed in these brackets with no indication
of where one code word ended and another began.) The comma insertion process parallels
the code construction process and the reader could readily verify that it reconstructs the
correct code words in the absence of errors, except possibly at the beginning or end of
the decoded sequence. It proceeds by first inserting commas between all the bits and then
successively deleting those according to rules based on the suffix choices. For example,
corresponding to choosing "1" as a suffix, commas are removed preceding "l"s in the second
step of the comma insertion process. Other algorithms are available to insert commas for
some of the comma-free codes. For example, for a suffix "I" prefix "0" code, one need
only insert a comma between every string of "l"s and string of "O"s to identify the code
words.

We turn now to the selection of the comma-free code which would provide the best data
compression for a narrative file with particular character probabilities of occurrence.
R. A. Scholtz does not discuss how to match his comma-free code construction process to
the probabilities of occurrence of the characters to be encoded to provide the best
compression. We found how to survey the possible codes in terms of the distributions of
their code word lengths. The survey can be conducted without specifying the particular
code word chosen at each step of the construction process, or whether the chosen word at
each step is used as a suffix or a prefix. All that need be specified is the lengths of
the words chosen for suffixes and prefixes.

[0111 [01001 [O] [01101 [01 I 11] [0f] [0f1 [01 01{ ERRORS

[0101 [01001 [01] [001 01 [0 1t ] [Of] [001 [0 101
INSERT COMMAS

0,1,0, 0,1,O, 0 O,0, 1, 0,0,1.0, 0, 1 , 1. 0, 1, 0,0, 0,1,0,
4, ERASE COMMAS PRECEDING I

0 1, 0, 01.0,0, 0, 00 1, 0, 0 1111, 01, 0,0, 01, 0,
, ERASE FIRST COMMA IN 10,

010, 0100, 01 0,0 10 01111, 01 00, 010

MAINTAINED LOST LOST

SYMCHRONIZATION SYNCHRONIZATION SYNCHRONIZATION

3 BIT ERRORS LED TO 2 LOSSES OF SYNCHRONIZATION AND

4 CHARACTERS INCORRECTLY DECODED

Figure 5. An Example of the Comma-Free Algorithm to Insert 'Commas'
in a Channel with Errors
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A natural way to survey the codes is to survey them inductively based on the
construction steps. Toward this end, let C[k] denote the set of code words produced after
the first k steps of the construction process; let C(l] = (0,1) be the starting point in
the construction process; and let n[k](j) denote the number of code words of length j in
set C[k]. In the suffix/prefix construction process, a word used as a suffix or prefix
can no longer be used as a code word. To take this into account let n^[k](j) = n[k](j) -
1, if j = s, and = n[k](j), if j # s, where s is the length of the suffix or prefix chosen
to construct the (k+l)-th code set from the k-th code set.

The inductive formula for the number of comma-free code words of length j resulting
from the choice of a suffix or prefix of length s in the (k+l)-th construction step is
given by n[k+l](j) = n^[k](j) + n^[k](j-s) + ... + n^[k](j-ns), with the convention that
n^[k)(j-ns) = 0 if j - ns < 1.

The above formula allows easy compilation of tabular summaries of distributions of
code word lengths for available comma-free codes constructed using the suffix/prefix
process. Table 5 illustrates its use. With the exception of the first column, the
numbers of code words in a code are only summarized up through the length of code word
needed to allow the coding of 58 characters. The codes summarized in table 5 begin with
C[l] = (0,I) and each new code set C[2] through C[63 is obtained from the previous one by
using one of shortest available code words as a suffix or prefix in the construction
process.

We turn now to the selection of a comma-free code to encode 'ie narrative files used
earlier to assess Huffman codes. The probabilities of occurrence for the character set
used for our 58 character simulations of the Huffman code, has the property that the
character probabilities fall off rapidly from the most used characters to the least used
characters (as shown in table 1 which was presented earlier). In such a situation, if we
could closely match the code word lengths provided by the Huffman code constructed for the
given character probabilities of occurrence for the first 10 to 15 characters, we would
expect very similar compression performance from that comma-free and a Huffman code.

Table 2 (previously discussed) shows how closely the simplest suffix/prefix candidate
code word lengths match those provided by the Huffman codes. The first four columns
present Huffman word lengths and a fifth column presents the word lengths for any of the
suffix-prefix comma-free codes obtained by use of "0" and "I" as suffixes or prefixes in
a two-step construction. The assignment of code words to characters is optimum for
narrative file II. However, as can be seen from table 2, this assignment leads to
excellent word length agreement through the first 40 characters for all of the narrative
files so no other word assignments were studied.

Table 6 presents a comparison between Huffman code bits-per-character values and
comma-free code bits-per-character values for the code word to character assignments shown
in table 2. The next best comma-free code appears to be the code (1,1,3) for which
similar calculations revealed a penalty of .114 (rounded down to three significant places)
bits-per-character for using this comma-free code instead of the Huffman code for
narrative file II.

There are choices in the construction of comma-free codes leading to the same
distribution of code word lengths. The behavior of the code in a noisy channel depends on
these choices. We single out the suffix-prefix and suffix-suffix codes for detailed
study. These codes represent the two fundamentally different codes providing the
compression summarized in table 6.

TABLE 5. PARTIAL SURVEY OF THE DISTRIBUTIONS OF CODE WORD
LENGTHS FOR COMMA-FREE CODES

COMMA-FREE CODE

WORD
LENGTH C[l] C[2] C[3] C[4] C[5] C[6]

1 2 1
2 1 1
3 1 2 2 1
4 1 3 3 3 3
5 1 4 6 6 6
6 1 5 8 9 9
7 1 6 12 15 18
8 1 7 15 21 27
9 1 8 18 27
10 9 24
11 10
12 11
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TABLE 6. COMPARISON OF BITS-PER-CHARACTER VALUES
OF HUFFMAN AND COMMA-FREE CODES

AVERAGE NUMBER OF
BITS-PER-CHARACTER

NARRATIVE
FILE HUFFMAN CODE COMMA-FREE CODE

I 4.04 4.10
II 3.95 4.00
III 4.15 4.26
IV 3.63 3.81

The impact of bit errors on character errors can be determined analytically for the
suffix-prefix and the suffix-suffix codes. The basic observation is that for these two
codes a bit error in the middle word of three code words w[l]w[2]w[3] always leads to a
bit sequence which can be expressed as three other code words w^[l]w^[2]w^[3] with at most
two of the code words in error. The probability that a particular bit in w(2] is in error
is given by the probability that the character w[2] represents occurs times the
probability that bit in w[2] is in error, which is just 1 divided by the length of w[2].

Generally speaking, four probabilities determine the error propagation properties of
a comma-free code: P[D], the probability that a bit error leads to the deletion of the
coma separating two code words; P[M], the probability that a bit error leads to the
misplacement of a comma; P[A], the probability that a bit error leads to the addition of a
comma; and P[N], the probability that a bit error leads to no change in the placement of
the commas. The impact of a bit error on the comma determines the number of characters
decoded in error and the number of characters output by the decoder in error. In
particular: (1) if a bit error leads to comma deletion then two characters are incorrectly
decoded as a single character or not decodable; (2) if a bit error leads to comma movement
then two characters are incorrectly decoded into two characters; (3) if a bit error leads
to the insertion of a comma (always within the code word with the bit error) then one
character is incorrectly decoded into two characters; and (4) if there is no change in the
commas then one character is incorrectly decoded into a single character.

The required calculations for a particular assignment of the suffix-prefix code words
to a 58-character set are easy but tedious. We omit the majority of the details (see
reference 4 for them) and summarize the results of the calculations. Calculations were
carried out for the probabilities of occurrence of the characters in narrative file II.
Similar results are expected for the remaining three narrative files.

For the assignment of suffix-prefix codes to characters described above and
summarized by table 2, the following statistics were obtained: P[D] = .42, P[M] = .21,
P[A] = .16, and P(N) = .21. Note that about three-quarters of the contribution to P[D] is
that provided by the code word "01" assigned to the space character with probability of
occurrence 0.317. The average number of characters decoded in error per bit error is
(.42)(2) + (.21)(2) + (.16)(1) + (.21)(1) = 1.63. The average number of incorrect printed
characters per bit error is given by (.42)(1) + (.21)(2) + (.16)(2) + (.21)(1) = 1.37.
Note that these values are obtained by treating words too long to be decoded because they
exceed the longest word assigned one of the 58 characters as being incorrectly decoded.
(Such characters could be decoded into a 59th character indicating an error has occurred.)
The calculations presented clearly indicate that the performance of the suffix-prefix code
in an error channel is considerably better than the performance of any Huffman code that
we found.

A two-step comma-free code construction using a one-bit prefix and a one-bit suffix,
no matter what choices are made, leads to code words either of the form 0... 01... 1 or
1...10... 0 with each code word containing at least one "1" and one "0". One of these
codes can be obtained from the other by interchanging 'l"s and "0"s. If this were done to
the assignment of code words, the same probabilities would be obtained as for the code
word assignment before the interchange. Thus all the prefix-suffix codes using a one-bit
prefix and a one-bit suffix would for these assignments have the same error statistics.

We turn now to estimating the impact of errors on the suffix-suffix code discussed
earlier. Recall that the code words for this code have the structure 01...'1. 0 with at
least one "I". This code differs from the suffix-prefix code in that (1) the .pact of an
error in the first bit position of a code word depends on the ending of the previous code
word and (2) the impact of an error in the second bit position depends on whether or not
the second bit is the only "l" in the code word. Again calculations were only carried out
for the probabilities of occurrence of the characters in narrative IT.

An error in the first bit leads to the movement of a comma or the deletion of a comma
depending on whether the first code word ends in "0" (probability of 0.51) or ends in "I"
(probability of 0.49). It follows that the probability that an error in the first bit
leads to the movement of a comma is .158 and the probability that an error in the first
bit leads to the deletion of a comma is .152.
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An error in the second bit leads to the deletion of a comma or the addition of a
comma, depending on whether or not the second bit in error was the only "I" in the code
word. It turns out that the probability that an error in the second bit will lead to the
deletion of a comma is 0.217 (rounded to three places) and that the probability that an
error in the second bit leads to the addition of a comma is 0.95.

The remaining calculations are similar to those for the suffix-prefix case. We found
t1'at the probability that a bit error leads to the addition of a comma through changing
other than the first or second bit is .18 and the probability that a bit error leads to no
change in the commas through changing other than the first or second bit is .20.

From these calculations, it follows that P[D] = .37, P[M] = .16, P[A] = .27, and P[N]
= .20 so that the average number of characters decoded in error per bit error is 1.51 and
the average number of printed characters which are incorrect per bit error is 1.45. These
statistics can be seen to apply to all suffix-suffix and prefix-prefix codes with length
one suffixes or prefixes.

The result that a single bit error leads to at most two character errors (decoded or
printed), established for the two simplest kinds of comma-free codes, can be extended to
other comma-free codes. Some additional terminology is needed to facilitate the
discussion of general comma-free codes. Let k denote the kernel of the code under
construction, p(i), i = 1, 2, ... denote the prefixes used in the code under construction,
and s(j), j = 1, 2, ... denote the suffixes used in the code under construction. Suppose
that the codes under discussion satisfy: (1) k = "0" or "", (2) both "0" and "I" are used
as either prefixes or suffixes, and (3) the length of the prefix or suffix used in k-th
construction step is less than or equal to the length of the prefix or suffix used in the
(k+l)-th construction step. A code is called exhaustive if for each of the steps in the
code construction process the code word chosen as either a prefix or suffix is one of the
shortest code words available.

For an exhaustive comma-free code, a single bit error can lead to at most two
characters decoded in error. To establish this result, consider (1) an incoming sequence
of bits as a sequence of kernels, prefixes, and suffixes, and (2) the comma-insertion
algorithm (after the first step) consists of deleting commas between the kernels,
prefixes, and suffixes. Now, let us discuss the potential impact of a single bit error
occurring in a kernel or in a prefix or suffix of the code words.

Let us denote the word with a bit error by use of "^". Consider the incoming
sequence of binary bits parsed into codewords w(l)w(2)w^(3)w(4)w(5). Under what
conditions will the comma separating w(l) and w(2) or the comma between w(4) and w(5) be
altered as a result of a bit error somewhere in the codeword w(3)? Each of these words is
constructed from the kernel and prefixes and suffixes, as described above so that for the
comma between w(l) and w(2) to be erased by the comma-insertion algorithm, the prefix or
kernel beginning w(2) must be transformed into a suffix through a bit error in w(3).
Since none of the bits in w(2) are in error, this can only happen if the addition of bits
to the bits of w(2) has created a suffix used in the construction process; i.e., there
exists a code word of shorter length in the code than some suffix in the code, a
contradiction. For the comma between w(4) and w(5) to be erased by the comma-insertion
algorithm, the suffix or kernel ending w(4) must be transformed into a prefix through a
bit error in w(3). Since none of the bits in w(4) are in error, this can only happen if
the addition of bits to the bits of w(2) has created a prefix used in the construction
process, a contradiction.

It is clear that one could improve upon the results by examining the non-exhaustive
codes to see if either of the above phenomena can occur for a particular selection of
prefixes or suffixes. A cursory examination allowed us to establish that for the codes
with sequences of suffixes or prefixes with the lengths indicated by (1,1,3), (1,1,3,3),
(1,1,2,4), and (1,1,4), a single bit error can never lead to four or more character
decoding errors.

It is also possible to use Huffman or comma-free codes to encode characters based on
one or more of the previous characters encoded. We refer to this as encoding based on
conditional probability of occurrence of characters. Since the error propagation
properties of Huffman codes were so much worse than those for comma-free codes, we
restricted our attention to comma-free encoding of characters conditioned on the
occurrence of previous characters.

The structure of the comma-free codes limits the impact of bit errors. However,
given an error has occurred in an encoded character, then it will be decoded in error, the
next cnaracter will be decoded in error if conditioned on it, the next code word decoded
in error if conditioned on either of the previous characters, and so on. To prevent
decoding errors from propagating in this manner, it is necessary to reinitialize the
coding process fairly often.

Military and commercial messages are transmitted using characters of various types,
categorized as the set of letters ( A,B,C ..... , X,Y,Z ), the set of numbers ( 0, 1, 2,

., 9 ), and the set of symbols { punctuation symbols, special characters, control
characters ). The basis of the conditional probability encoding approach is to
reinitialize the encoding process whenever c is a symbol. Furthermore, in order to limit
the propagation of decoding errors, symbols are encoded independent of previously encoded
characters.
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Off-line processing would be used to determine the assignment of comma-free code
words to characters. The overall probabilities of occurrence can be used to assign code
words to symbols (although we found that this was not optimum). The crucial assignment is
the code word assigned to the space. (We found that the assignment of a three-bit code
word to the space gave the best compression.) The variable length code words assigned to
fixed length words representing characters or numbers are the remaining code words.

We assign a code word to a letter depending on whether or not it is the first letter
of a word and to a number depending on whether or not it is the first number in a sequence
of numbers. The comma-free code words assigned unconditionally to letters or numbers are
based on the probabilities that a character occurs as the first letter in a word
(including one letter words) or the first number in a sequence of numbers (including
single numbers); the conditional assignment of comma-free code words to letters and
numbers is based on the probabilities that a character follows a specific letter or
follows a specific number.

The data compression provided by the comma-free encoding approach described above was
estimated by the following formula: 3/(L+I) + N[Uncond]/(L+l) + N[Cond](L-l)/(L+I), where
N[Uncond] = the average number of bits assigned the starting letter in a word, N[Cond] =
the average number of bits encoding a character conditioned on the receipt of a previous
character, and L = the average length of a word (with symbols treated as length 1 words).
This formula neglects the contributions of numbers conditioned on other letters or
numbers, which are extremely rare in the narratives. The first term, 3/(L+1), would be
accurate if blanks separated all the words, another fairly valid assumption because of the
absence of short sentences in the file manuscript and the usual practice of separating
them from letters and numbers using spaces. Table 7 summarizes the results obtained using
the above formula. By using a length 3 code word for the blank, and making effective use
of the length 2 code word for the most commonly occurring character starting a word, the
table shows that the bits to encode spaces and beginning of words are about the same as
the bits to encode the remainder of words.

We estimate the average number of characters decoded in error for the suffix-prefix
comma-free encoding of characters conditioned on the previous character for narrative file
II by considering the impact of bit errors on an average word followed by a space. The
expected structure of a five-character word followed by a space is (4.4 bits)(3.5
bits)(3.5 bits)(3.5 bits)(3.5 bits)(3 bits), where we have rounded 3.55 down to 3.5 bits
to compensate for rounding 4.69 up to 5 letters. Thus, a word is expected to consist of
18.4 bits and a word followed by a space of 21.4 bits. We proceed by estimating the
number of characters in error as a result of bit errors in the different bit positions. A
bit error in the first bit of a code word of a letter leads to the previous character
being decoded in error; such errors contribute (1/21.4)(6+5+4+3+2) = .93 characters in
error. A bit error in any of the other bits of the letter code words, with the exception
of the very last bit of the code word of the last letter in the word, leads to the rest of
the word being decoded in error; these bit errors contribute
(1/21.4)[(3.4)5+(2.5)4+(2.5)3+(2.5)2+(1.5)] = 1.92 characters in error. If the last bit
of the code word of the last letter of the word, or the first bit of the space is in
error, both the last letter and the space will be decoded in error, and therefore the
following word will be decoded in error; these bit errors contribute (2/21.4)(7) = .65
characters in error. Bit errors in the remaining two bit positions of the space lead to
it and the following word being decoded wrong, so they contribute (2/21.4)(6) = .56
characters in error. Totalling these contributions leads to an estimate of 4.1 characters
in error per bit error.

Table 7 allows us to estimate the potential payoff of encoding the third through last
letters of words based on the occurrence of two previous letters. Since there is a single
remaining comma-free 2-bit code word, a single 3-bit code word, and the remaining code
words are of length 4 or more, the least length that one might expect for the doubly
conditioned encoded characters is (1/2)2 + (1/4)3 +(1/4)4 = 2.75. Then a lower bound on
the expected overall average number of bits would be (1/2)(3.6) + (1/2)(2.8) = 3.2 for
this encoding approach. We would expect about 3.3 to 3.4 bits per character performance
if we carried out the calculations more exactly.

TABLE 7. AVERAGE NUMBER OF BITS AND WORD LENGTHS FOR
COMMA-FREE CODES USING CONDITIONAL PROBABILITIES

AVERAGE NUMBER OF BITS

AVERAGE
NARRATIVE START REMAINDER WORD

FILE OF WORD OF WORD OVERALL LENGTH

I 4.51 3.55 3.62 4.64
II 4.44 3.55 3.61 4.69
III 4.71 3.64 3.71 5.15
IV 4.53 3.54 3.62 4.91
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The estimated number of character errors per bit error for a doubly conditioned
comma-free encoding scheme using a suffix-prefix code is the same as for a singly
conditioned comma-free encoding scheme; all the letters or numbers after an error are in
error until the encoding process is reinitialized whether singly or doubly conditioned.

SUMMARY AND CONCLUSIONS

The performance of Huffman codes, suffix/prefix comma-free codes, block codes, and
some variants of Baudot codes was obtained for the encoding of narrative files of a
personal computer for a 58-character set. Figure 6 summarizes the results of this
investigation. The performance of each encoding approach is summarized by its compression
performance measured by the average number-of-bits per character (the y-axis) and by its
error propagation statistics measured by the average number of characters decoded in error
per bit error (the x-axis). A word error was treated as equivalent to five character
errors to allow comparison of character and word encoding approaches.

The Military Baudot code uses two shift keys ("LTRS" and "FIGS"), which we model
mathematically as a single shift key generalized Baudot code, to reduce the number of bits
required to transmit information from 6 to about 5.06. Generalizations of this
construction can further reduce the average number of bits required to around 4.5 bits-
per-character while maintaining a basic block structure.

A suffix/prefix comma-free code can be constructed which provides nearly the same
data compression as a Huffman code, about 4 bits-per-character. For the character set and
probabilities of occurrence of the characters of the set used in the Huffman simulation,
the penalty varied from a low of .05 bit per character to a high of .18 bit per character
for four narrative files. A single bit error can lead to at mdst two character errors for
the above prefix/suffix codes while a single bit error was found to lead to as many as 90
character errors for a Huffman code. Relative to a 1-shift Baudot code, the best Huffman
code requires an average 24% fewer bits for encoding with 43% more decoded character
errors, while the best comma-free code requires 22% fewer bits for encoding with 18% more
decoded character errors.
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Figure 6. Data Compression and Error Propagation in Noisy Channels
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The use of comma-free encoding for words with non-letters and non-numbers encoded
independently of the previous character led to an estimated 3.6 bits per character along
with 4.1 characters in error per bit error for a singly conditioned encoding scheme, and
about 3.3 bits per character along with 4.3 characters in error per bit error for a
character for a doubly conditioned encoding scheme. Relative to a 1-shift Baudot code,
the singly conditioned scheme requires 29% fewer bits for encoding and the doubly
conditioned scheme about 35% fewer bits both with 289% more decoded character errors.

Block encoding of words for dictionaries ranging in size from 16,384 to 65,536 words
requires 2.33 to 2.67 bits per character with one word error per bit error.

The following conclusions were drawn as a result of the investigation:

(1) For unconditioned character encoding, comma-free codes significantly outperform
Generalized Baudot codes and Huffman codes in a noisy channel. They provide nearly the
same compression and have significantly fewer decoded or printed character errors than
Huffman codes.

(2) Additional compression is achievable by the use of comma-free encoding of
characters based on their conditional probability of occurrences.
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SUMMARY

Overhead power lines below 70 kV often generate impulsive radio noise by sparking
which may heavily interfere on the performance of military VHF communication systems.
The first part of this presentation deals with that kind of radio noise, its charac-
teristics and possible sources and shows some measurements.

Measurements also show that radio noise from sparking overhead power lines may
influence automatic goniometer direction finding; one gets a wrong bearing, that of
the noise source. Therefore, a new method for eliminating this noise influence was
investigated. It determines the lower envelope of the DF signal and is only applicable
in the digital area of signal processing. The method is described and its effective-
ness is presented.

1. INTRODUCTION

In areas with high population as in many parts of Europe we find dense nets of
overhead power lines. These power lines and associated equipment often generate radio
noise, caused by partial electrical discharges, such as corona, or by complete elec-
trical discharges across small gaps (1). Radio noise from lines above about 100 kV is
principally due to conductor corona while lines below 70 kV are generally free of
corona-type radio noise, and only gap-type discharges may occur. According to the
purpose of this meeting radio noise from gap-type discharges on overhead power lines
and its interference on the performance of DF systems with circularly disposed antenna
arrays is described in detail.

Furthermore there will be shown a new cost effective method to eliminate goniom-
eter DF errors caused by radio noise from sparking on overhead power lines.

2. RADIO NOISE FROM SPARKING ON OVERHEAD POWER LINES

If radio noise from overhead power lines is experienced in VHF range, it is prob-
ably produced by sparking. The gap-type radio noise source is a complete electrical
discharge. Unbonded conducting parts of a power line can become electrically charged
and the potential difference between adjacent conducting parts will increase even if
both parts are floating, not connected to a line conductor or to earth.

If the distance separating the conducting parts is small, the increasing field
strength in the space between may reach a critical level and lead to a complete break-
down of the gap. Avalanche ionization initiates the development of an arc, gap dis-
charge occurs, the potential difference across the gap then falls to a low level and
the arc extinguishes. The whole sequence is repeated when the conducting parts become
re-charged. The repetition rate depends on the charging and discharging time constants
of the circuit and the value of the surrounding electric field as well as on the length
of the gap.

Basically one has to distinguish between two different cases of sparking on over-
head power lines: In most cases sparking is due to bad, that means loose or imperfect,
contacts. Fig.1 shows an example of an imperfect contact between metallic parts of an
insulator (point 1). When the surfaces of these metallic parts have weathered, oxides
and sulphides may coat the surfaces and, mainly in dry weather, may lead to gap-type
discharges. In wet weather, the comparatively small gaps involved usually become
bridged with moisture, thereby establishing a conducting path. The radio noise gener-
ated is called dry noise. Sometimes sparking occurs just in wet weather on the surface
of a heavily polluted insulator (Fig.1, point 2). Then, because of heating due to leak-
age currents, dry bands are created. The potential difference between the ends of such
a small dry band increases and initiates the development of an arc.

The form sf the radio noise generated by sparking is impulsive as it is produced
by current pulses. The nmplitude and number of these pulses depend on the voltage
stress across the insulating part, its shape, dimensions and conductivity. Individual
sparks can occur at many hundreds to a few thousands of times per second. The repeti-
tion rate is. however, one order of magnitude lower than the range of repetition rates
of corona discharges. As the voltage of an a.c. power line changes steadily, a train
or burst of sparks is generated when the line voltage and consequently • field
strength in the gap exceeds a critical value; sometimes this happens oni luring one
of both half-cycles of the line voltage, but usually the repetition rate of these
bursts is twice the line frequency.
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A significant factor in the shape of a single discharge pulse is its steep rise
t3ae and, therefore a broad range of high frequencies is produced and emitted. Fig.2
shows that the spectrum of radio noise by sparking may reach from medium wave band up
to several hundred megahertz. If the discharge process excites a fitting or component
which is capable of oscillating at a particular frequency, due to its geometrical di-
mensions, then even higher energetic narrow-band radiation at this frequency may inter-
fere on the performance of military radio communication systems.

Significant levels of the radio noise by sparking are normally confined to the
vicinity of the power line reaching out to several hundred metres on either side. If a
resonant condition occurs in a fitting or component, a narrow band of radiation may be
measured at distancies up to a few kilometres.

Numerous measurements of radio noise by sparking were made in VHF range. Fig.3
shows part of such a spectrum taken by a spectrum analyzer within 30 msec. When spark-
ing occurred the noise floor increased by about 15 dB. The repetition rate of groups
of sparks was 100 Hz, i.e. double the line frequency, while individual sparks repeated
several thousand times per second. All measurements showed following: The noise floor
remarkably increased in frequency range up to 180 MHz. Mostly the weather was dry and
the repetition rate of groups of sparks was twice the line frequency. Sometimes, dif-
ferent noise sources sparking at the same time could be determined.

3. IMPACT OF SPARKING NOISE ON AUTOMATIC GONIOMETER DIRECTION FINDING

Radio noise by sparking may heavily impede automatic goniometer direction finding.
This method of direction finding by using a mechanical rotating goniometer, whose in-
puts are switched to the elements of a circularly disposed antenna array (CDAA), is
explained (Fig.4). The goniometer simulates a continuous rotation of a high gain beam.
This RF beam is fed into the antenna input of the DF receiver; there the signal is band
selected whose direction of arrival has to be found. The IF signal is rectified, low
pass filtered and digitized (DF signal). The north pulse signal of the goniometer indi-
cates the north transit of the rotating RF beam and the bearing tone should be used as
timer for the A/D converter. The DF signal is processed for automatic bearing or may
be displayed for manual bearing. The goniometer contains a movable rotor assembly and
a stationary stator assembly (2). The stator supports input networks and stator cou-
pling combs, the rotor supports rotor coupling combs and beamforming networks. When
the rotor combs are in mesh with the stator combs, RF signals are capacitively coupled
to the beamforming networks. Fig.5 and Fig.6 demonstrate how the antennas of a sector
of the associated CDAA are properly combined to a sum and a difference beam; each half
of the circular antenna sector is transformed into a linear antenna array. The sum and
difference beam are capacitively coupled from the rotor through rotary couplers to the
appropriate output connectors. Fig.7 shows an overall view of a mechanical goniometer
with its inputs and outputs.

The scan rate (rotor speed) of the goniometer is about ten revolutions per second.
For each revolution one gets an amplitude distribution over azimuth (DF signal) which
shows the antenna diagram of the rotating high gain beam when there is one signal
within IF bandwidth. An example is given in Fig.8. The peaks of the discrete samples
(900) were combined. As the sidelobes are more than 10 dB down to the mainlobe, and
the signal-to-noise-ratio is only 10 dB, they can't be seen here. The period for get-
ting one complete amplitude distribution is 100 msec.

The task is automatically finding the osition of the centre of the antenna dia-
gram as true bearing. At first the position of the maximum has to be found before fine
bearing is done in a way which shall not be described here. Bearing accuracy will be
better than one degree when the DF signal is undisturbed. But sometimes the DF signal
is interfered by sparking noise. If this non-Gaussian radio noise is remarkably strong-
er (Fig.9) than the interesting signal (most signals are weak), then known methods for
reducing the influence of unwanted signals, i.e. filtering the DF signal with a band-
width equal to that of the wanted signal, really reduce but do not eliminate their
influence as is shown in Fig.10. As result one gets a completely wrong bearing, that
of the noise source.

4. NEW METHOD PREVENTING AUTOMATIC DF ERRORS BY SPARKING NOISE

There has been found a reliable method to prevent goniometer DF errors caused by
radio noise from sparking overhead power lines. Fig.9 shows an example of a measured
DF signal with heavy interference by sparking noise. Looked at more closely it is
obvious that this interference may be suppressed by forming the lower envelope. This
is not possible with analog, but with digital signal processing in the following way:
Superimpose a window, the width of which is n samples ( n integer, n > 1), seek the
lowest amplitude (minimum) within the window and substitute the amplitude in the mid-
dle of the window by that minimum. Then shift the window by k samples ( k integer,
I (= k (= n) and again substitute the amplitude in the middle of the window by its
minimum. Repeat this operation as long as one reaches the first set window. So one
gets a new (minimized) DF signal with suppressed sparking noise (Fig.11), which then
may be further processed up to the correct fine bearing.
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The optimum width of the window depends on the characteristic of the radio noise
and mainly on the beamwidth of the rotating antenna beam. Measurements showed, that
the window should be as wide as 0.5 to 0.8 times the beamwidth.

By this new method forming the lower envelope the number of samples with different
amplitude values is reduced; it corresponds to a reduction of bandwidth and therefore
causes an increase of signal-to-noise-ratio. By use of this method the number of auto-
matic goniometer DF errors could be lowered remarkably.

5. CONCLUSION

Military VHF communication systems operated in areas with overhead power lines (in
particular below 70 kW) may be disturbed by sparking noise. This kind of noise con-
sists of groups of pulses repeating with single or double the line frequency and ap-
pears mainly in dry weather.

In DF systems with circularly disposed antenna arrays sparking noise sometimes
causes completely wrong bearings. A new method has been found which prevents these
goniometer DF errors. It forms the lower envelope of the measured signal.

This effective method may also be helpful when other kinds of measurements are
superimposed by impulsive noise, as digital signal processing means today are availa-
ble at low cost.
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Summary

There is no single jamming strategy that is worst for all spread spectrum systems and there is no single
spread spectrum system that is best against all jamming waveforms. In this paper we examine the following
potential jammers: (i) Broadband and partial-band noise jammers, (ii) continuous wave and multitone jammers,
(iii) Pulse jammers, and (iv) Repeat-back jammers.

In order to operate in the presence of jamming, military communication systems must incorporate one or
more of the primary countermeasure techniques in their designs, such as spread spectrum, error control coding,
and steerable-null antennas. This paper will introduce the basic design approach for such anti-jam communica-
tion systems. Ground rules for system performance are specified by stating assumptions regarding jammers and
anti-jam systems along with definitions of the fundamental system parameters. Two useful examples of such sys-
tems, namely, coherent direct sequence spread, phase-shift-keying (DS/PSK), and non-coherent frequency-hopped
frequency-shift-keying (FH/FSK) systems will be presented, opposed by various jammer waveforms. Because
coding and interleaving are extremely important in anti-jam system design, the impact of these techniques is
illustrated with examples.

The concepts presented in this paper will be illustrated using JTIDS as an example. JTIDS is an advanced
system which provides jam-resistant communication and location. Jamming resistance is achieved using a hybrid
DS/FH strategy. The basic channel is 32-ary. The particular coding scheme used is a (31,15) Reed-Solomon code
providing error/erasure correction and error detection.

List of Symbols

W,, = spread spectrum bandwidth
R6 = information bit rate
Rh = hop rate
S = tatal average signal power
J = total average jammer power

Jo = equivalent jamming power spectral density
Lopt = optimum diversity
Eb = energy per information bit
E, = energy per symbol
A = bit error rate
k = number of information symbols
n = number of coded symbols

k/n = code rate
GF(Q) = Galois Field of Q symbols

No = one sided power spectral density
of additive white Gaussian noise

1 Introduction
Communication warfare has been and will be an element of warfare that pits potential communicators

against hostile personnel who seek to intercept and/or disrupt their communications. Hence, in contrast to or-
dinary communication systems, military communication systems must be designed so as to be able to operate in
severe environments. These hostile environments make special techniques crucial for the design of communication
systems that are viable. Since the development of covert communication techniques has greatly curtailed the

fossibility of intercepting and interpreting communications, it seems inevitable that military communications will
* orced to operate in a jamming environment. This paper is mainly concerned with jamming and anti-jam

communications. It should be noted, however, that to best utilize the available power, the potential jammer must
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usually first intercept the communications to obtain the relevent parameters of the signal and perhaps locate the
receivers. Of course there may be other ways for a jammer to obtain these parameters, such as stealing or captur-
ing a copy of the transmitter and receiver used. It is always possible that the jammer will have complete general
knowledge of the communication system so that he can optimize his jamming strategy. This kind of jammer is
usually called an intelligent or smart jammer. It is this kind of jamming that we consider in this paper. Due to
the rapid development of signal processing technology, the potential intelligence of the jammer is increasing as is
the potential existence of a smart jammer.

Another feature in the game of jamming and anti-jam is the competition in generating large signal and
jamming powers. However, a more important and intelligent part of the game is how to best utilize these powers
(by both the jammer and the communicator).

In this paper we examine the following types of jammers: (i) Broadband and partial-band noise jam-
mers, (ii) continuous wave and multitone jammers, (iii) Pulse jarnmers, and (iv) Repeat-back jammers. In order
to operate in the presence of jamming, communication systems must incorporate one or more of the primary
countermeasure techniques in their designs, such as spread spectrum (SS), error control coding, and steerable-null
antennas. These techniques will be considered with the emphasis on spread spectrum and error control coding.
Since there is no single jamming strategy that is worst for all spread spectrum systems, and there is no single
spread spectrum system that is best against all jamming waveforms, we have to consider different spread spectrum
systems opposed by various jamming waveforms.

Spread spectrum communications has a relatively long and interesting history [8]. Although the problem
has an obvious military flavour, much of the spread spectrum material has appeared in the public domain. A
three-volumn book by Simon et al [3] and half of the text by Ziemer and Peterson [15] are devoted to spread
spectrum communications. The book by Torrieri [4] covers more areas in military communications. Among the
most recent tutorials on spread spectrum communications are those by Blake [5] and Bird and Felstead [2]. Unfor-
tunately, there appears to be little standardization in the literature in terminology, definitions, and performance
criteria. This lack of standardization, together with the variety of system assumptions, has led to difficulties in
making comparisons. However the working principles are the same. In this paper, we emphasize these fundamental
principles.

In the next section, we will introduce basic anti-jam techniques including adaptive antenna systems,
spread spectrum and error control coding. In Section 3, different jamming strategies are examined. In Section 4,
we evaluate the anti-jam performance of spread spectrum communication systems with the emphasis on frequency
hopping systems. In Section 5, an example of a real spread spectrum system is considered.

2 Basic Anti-jam Techniques

In this section, basic anti-jam techniques such as adaptive antenna systems, spread spectrum and error
control coding, will be briefly introduced.

2.1 Adaptive Antenna System

An adaptive antenna system functions like a gateman to keep as much interference as possible from entering
into the communication receiver. It automatically monitors its output (to the receiver) and adjusts its parameters
accordingly. It does so in order to reduce the impact of the interference that enters through the sidelobes, or possibly
the mainlobe, of its antenna radiation pattern, while still allowing reception of an intended transmission. The
design of an adaptive antenna system requires little a priori knowledge of the signal or interference characteristics.
The detailed desi;n of an adiptive antenna system depends upon the performance criteria selected. Two of the
most useful criteria are the signal-to-noise ratio and the mean-.square error.

A classical example of an adaptive antenna system is the sidelobe canceller. It has been shown that the
adaptation in a sidelobe canceller can be interpreted not only as noise cancellation, but also as adaptive beam
forming and null steering. The sidelobe canceller is a special type of adaptive noise canceller. The adaptive
notch filter, which removes periodic interference signals from wideband desired signals, is another variation of the
adaptive noise canceller.

An adaptive antenna system sometimes exhibits unintentional cancellation of the desired signal. To
preclude such a possibility, the constrained minimum power criterion can be used in the design of an adaptive
system. The resulting system automatically limits the cancellation of the desired signal, while still adaptively
filtering the interference.

There is a vast amount of literature available on the subject of adaptive antenna systems. Interested
readers are refered to [4,6] for details. The net effect of an adaptive antenna system on the performance of
communication systems is that the effective jamming power injected into the receiver is reduced.

2.2 Basic Spread Spectrum Techniques

The anti-jam capability of a spread spectrum system, as its name suggests, is due to the spectrum
spreading. A basic and important measure of the performance improvement of a spread spectrum system is the
processing gain. While there is no universally accepted definition of the processing gain, the essential meaning of
it remains the same.

Suppose the total bandwidth of a spread spectrum system is W,, and the information bit rate is Rb. Let
the total average power of the signal and jamming be S and J, respectively. Define the equivalent jamming power
spectral density as Jo = J/W,, and denote the energy per information bit as Eb. Then we have

S EbRb
J JoW.

and,
E S W,,
Jo J R
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The bit error rate (BER) performance of a spread spectrum system depends on E6/JO. Equation 1 says that
A/Jo is larger than the signal to jamming power ratio S/J by a factor W.,/R. For a non-spread spectrum
system, Wo is close to R6. For a spread spectrum system, W,, is much larger than Rb, so Eb/Jo is much larger
than S/J. By processing gain we mean this increase in signal-to-noise ratio. In fact, as argued in [3J, the factor
W./R6 itself may be a good definition of the processing gain. At this point, it seems that the jammer is already
at a disadvantage in the jamming and anti-jam game due to the large processing gain, but he can still try to max-
imize the BER, P vs. E&/Jo. It is this function P(Eb/Jo) that we evaluate for various jamming and anti-jam
strategies.

A general spread spectrum communication system model is shown in Figure 1. In this model, spectrum
spreading is realized by the spread spectrum modulator and demodulator. The Channel encoder and decoder
implement some forward error control (FEC) scheme. Most FEC schemes are designed to cope with channel errors
that are independent from one symbol to another over the code alphabet. In jamming environments, channel
transmission errors may occur in bursts. In this case interleaving can be used to distribute channel errors ran-
domly throughout the decoder input sequence. This is accomplished by changing the order in which the coder
output symbols are transmitted over the channel. With the transmission order changed, it is unlikely that a
burst of contiguous channel errors will affect contiguous coder output symbols. Prior to decoding, the reordering
performed by the interleaver is inverted by the de-interleaver. In the de-interleaving process, the burst of channel
errors is distributed throughout the decoder input sequence.

In a jamming environment, the channel is nonstationary, and side information is valuable for efficient data
reception. It should be noted, however, that a system heavily dependent on side information may not be robust,
because it may not always be obtainable or its quality may vary greatly. Side information may be generated by
monitoring the channel state. It may also be generated during the data demodulation process. In general, the
channel encoder output alphabet and channel decoder input alphabet may be different to allow for soft-decision
decoding, which may include the use of side information.

The modulating signal of SS modulation is a pseudorandom (PN) sequence. At the receiving end, SS
demodulation is performed to remove the spreading modulation from the received signal. This despreading op-
eration is the key function of any SS system. Despreading can be accomplished only if accurate synchronization
information is available. This information is derived in the timing and synchronization hardware. The operations
of the spreading waveform (PN sequence) synchronization, symbol synchronization and frame synchronization, are
all included in the synchronization block of Figure 1.

There are two basic methods used to spread the spectrum. One is called direct sequence (DS) SS modu-
lation. The other is frequency hopping (FH). Time hopping will not be considered in this paper.
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Figure : Spread spectrum communication system model.

2.2.1 Direct Sequence Spread Spectrum Modulation

Direct sequence spread spectrum modulation directly modulates the data-modulated signal a second time
with a PN sequence at a much higher rate than the information bit rate Rb. It is well known that coherent
modulation is superior to noncoherent modulation in noise-resistance, and so, to allow the data modulation to be
coherent, the DS SS modulation must be coherent also. Thus DS SS modulation may be any coherent modulation
scheme such as BPSK, QPSK, MSK, etc. Since the rate of the PN sequence is much higher than Rb, the bandwidth
of the transmitted SS signal, W.., depends primarily on the PN sequence rate. The exact PN sequence used for
SS must be kept strictly confidential (unknown to the jammer), to ensure the effectiveness of the system. Thus
the only information available to a jammer is that a very wideband signal is being transmitted. In this way, a
large processing gain is realized. The higher the rate of the PN sequence, i.e., the rate of the SS modulation,
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the larger is W,,, and thus the larger the achieved anti-jam capability. The high speed of DS modulation and
demodulation is a limiting factor on the available SS bandwidth. As an alternative, a frequency hopping system
can be considered.

2.2.2 Frequency Hopping

In a frequency hopping SS system, the spectrum spreading is achieved by changing the carrier frequency
of the transmitted signal from time to time in accordance with a PN sequence. Frequency hopping can be viewed
as wideband FSK over an RF band (transmission band). The hopping frequencies are generated by a frequency
synthesizer. Because of the difficulty in maintaining the phase coherence of the different hopping frequencies,
there is usually a phase incoherence from one hop to another. For this reason, the data modulation sche:nes
used are different from the coherent data modulation in DS SS systems. In general, a noncoherent modulation
scheme such as FSK is used for data modulation in a rH system. If over one hop there is more than one data
symbol transmitted, the FH system is called a Slow Frequency Hopping system (SFH); otherwise, the system is
called a Fast Frequency Hopping system (FFH). For SFH systems, differentially coherent modulation schemes can
also be used for data modulation. Such schemes include DPSK and differential quadrature amplitude-shift-keying
(DQASK). Only noncoherent modulation schemes can be used for data modulation in FFH systems. A commonly
used system is FFH/MFSK, which we will consider in detail.

2.2.3 Hybrid DS/FH Spread Spectrum

Another method for spectrum spreading is to employ both DS and FH spreading techniques in a hybrid
DS/FH system. One reason for using hybrid techniques is that some of the advantages of both systems are
combined into a single system. Hybrid techniques are widely used in military SS systems and are currently the
only practical way of achieving extremely wide spectrum spreading. Many methods of combining DS and FH
spreading are possible. One method is to DS modulate the data modulated signal first and then hop the center
frequency of the DS signal. As discussed earlier, because noncoherent frequency hopping is used in a hybrid
DS/FH system, the data modulation must be either noncoherent or differentially coherent, the same as in a pure
FH system. This partially explains why more attention is given to FH systems over DS systems in this paper.

2.3 Forward Error Control Coding

In error control coding, redundancy is added to the information to be transmitted so that the transmission
errors can be detected and/or corrected at the receiving end. Thus the reliability of the communication system
is improved. Error control coding has its own history and has been used in many areas. In fact, wherever errors
occur error control coding can usually be applied to reduce errors. This point has been verified by the fact that
FEC coding has been effectively used to reduce the error rate in many communication systems. In the game of
jamming and anti-jam, the jammer tries to cause as many transmission errors as possible, but the communicator
can use error control coding as an effective tool to reduce the number of transmission errors.

There are two types of codes used for forward error control. One is block codes, and the other is
convolutional codes. A block encoder groups k input information symbols into a block and outputs an n-symbol
codeword. The code rate of this (n, k) code is k/n. The Hamming distance between a pair of codewords of a block
code is the number of positions where the codewords differ. A measure of error control capability is the minimum
distance, d, of a code, which is defined as the minimum Hamming distance between all pairs of codewords in a
code. A commonly used class of block codes is the binary BCH codes. These codes have large minimum distances
and efficient decoding algorithms are known for them. If a binary BCH code ;s used over a nonbinary channel in
an anti-jam communication system, interleaving must be used to eliminate bursts of errors. Another class of codes
that are often used, especially over nonbinary channels, are Reed-Solomon codes. Length n = Q - 1 Reed-Solomon
(RS) codes are Q-ary codes over GF(Q) . For (n, k) RS codes, d = n - k + 1. Since RS codes meet the Singleton
bound, they are called maximum-distance codes[16].

Over a jammed channel, an important technique to improve the performance of a block code is to use
error-erasure-decoding. In this case, an erasure is declared when a unreliable received symbol is sensed (in fact
it is likely that it has been jammed). Because the locations of these erasures are known, the decoder can handle
more transmission errors.

A simple, yet quite effective block coding scheme often used in anti-jam communications is a repetition
code. With this code, an input symbol is transmitted over a channel more than one time. Note that the channel over
each transmission should have an independent jamming state, which may be realized with the help of interleaving.
Repetition coding is also known as time diversity or simply diversity. An important advantage of this type of
coding is that it can be used in concatenation with some other code.

A convolutional code is similar to a block code in that each time k input symbols are collected, the encoder
outputs n symbols. In contrast to the block encoder, the mapping of input k-tuples to output n-tuples are not
independant from one mapping to the next, that is the convolutional code possesses memory. The amount of
memory varies for different codes and is specified by the constraint length of the code (which is as important as
the minimum distance of a block code). The constraint length of a convolutional code is usually defined as the
number of output n-tuples which are influenced by a particular input k-tuple.

Maximum likelihood decoding of a convolutional code can be accomplished by the Viterbi algorithm for
small constraint lengths. When the contraint length increases, the complexity of the usual Viterbi decoder becomes
prohibitive. To relieve this limitation, parallel processing techniques have been considered for the implementation
of the Viterbi algorithm [9,10).

A clear advantage of a convolutional code over a block code is that the full use of soft-decision information
can easily be incorporated into the decoder.

To provide more error correction power, error control codes can be used in concatenation. To concatenate
two codes, the information symbols are encoded through two encoders. First the information symbols are encoded
in the outer code encoder, the output of which is then encoded a second time in the inner code encoder. At the
receiving end, the received coded symbols are first sent into the inner code decoder, the output of which is then
sent into the outer code decoder. One unavoidable cost of using concatenated codes is the processing delay.
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2.4 Evaluation Methods
For a coded SS system we can, in general, consider three methods to evaluate the BER performance.

2.4.1 Computer Simulation

Monte Carlo simulation is the most universal but most time consuming method to evaluate the BER. For
the computing power commonly available at present, simulation for a BER = 10 - is near the limit. Therefore, this
brute force method is not suitable for a comprehensive investigation of error control codes. It may be considered
to evaluate the BER performance when a system configuration and most parameters have been adopted. Since
this method has the highest credibility, it is worth examining possible ways to reduce computation time.

2.4.2 Exact Computation

It is generally difficult and cumbersome to compute the exact performance of coded systems. This is
because exact performance computation involves a complicated statistical process of combinatorial feature. Since
these results are usually very complex, in most cases they do not yield insights as readily as the closed form
expressions such as those derived from the Chernoff union bounds.

2.4.3 Chernoff Union Bound

The Chernoff union bound gives an upper bound for the BER. The computation involved in this method
is usually much simpler than the other two methods. Thogh the general credibility of this method remains
controversial, for most systems of concern here it has been shown to provide useful and reliable information[3].
Due to its relative simplicity it is especially suitable for a comprehensive study of various codes. Also, this method
may provide a kind of unified approach to evaluating the BER performance. This provides a clear relationship
between the system parameters and BER.

3 Jamming Strategies

A number of jamming signals have been considered against SS systems. Some of these are clearly real
threats, whereas others are considered only because of their optimal nature. The most benign jammer is the
barrage noise jammer. This jammer transmits white Gaussian noise with one-side power spectral density (psd)
JO, as shown in Figure 2a. It is usually assumed that the jammer power spectrum covers exactly the same
frequency range as the SS signal. The effect of the barrage noise jammer on the system is simply to increase the
Gaussian noise level at the output of the receiver down-converter. Actually, barrage noise jamming is difficult to
generate due to the large bandwidth of the SS signal. It is also possible that a barrage noise jammer will also jam
its own communications. Thus it is not a good choice, but it does provide a reference system from which others
can be compared.
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Figure 2: Typical jammer one-sided power spectral densities: (a) barrage noise jammer, (b) partial band noise
jammer, (c) single-tone jamme. , and (d) multiple-tone jammer.
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When the SS modulation has a frequency-hop component, jamming power can be more efficiently used
by transmitting all the available power in a limited bandwidth which is smaller than the SS signal bandwidth. A
jammer using this strategy is called a partial band jammer and the fraction of the SS signal bandwidth which is
jammed is denoted by p. Over a jammed band of width pW, the partial band jammer psd is Jo/p, where Jo is
the equivalen wideband jammer psd. Illustrated in Figure 2b is a partial band jammer for the case p = 0.4. The
partial band jammer is particularly effective against a FH SS system because the signal will hop in and out of
the jamming band and can be seriously degraded when in the jamming band. It can be shown that there is an
optimum (for the jammer) p which is a function of Eb/Jo.

A third type of jammer is the single-tone jammer. The single-tone jammer transmits ar unmodulated
carrier with power J somewhere in the SS signal bandwidth. The one-sided power spectrum of this jamming signal
is shown in Figure 2c. The singie-tone jammer is important because the jamming signal is easy to generate and
is rather effective against DS SS systems. In this case, analysis shows that the jarnmer should place the tone at
the center of the SS signal bandwidth to achieve maximum effectiveness. The single-tone jammer is soi,,e~ihat
less effective against a FH system since the FH instantaneous bandwidth is sii.all, and for large processing gains
the probability of being jammed on any one hop is minimal. Fcr FH systems, a better tone jamming strategy is
to use several tones which share the power of the single-tone jammer. A jammer using this technique is called
a multitone jammer. The one-sided power spectrum of a typical jammer is shown in Figure 2d for a four-tone
jammer. Multitone jammers will be further discussed in conjunction with FH/MFSK. It should be noted that a
multitone jammer is also effective against hybrid DS/FH systems.

Another technique for concentrating the jamming power is to pulse the jammer on for only a fraction
of the time. This jamming philosophy is the same as for partial band and multitone jamming. Specifically, the
jammer turns on with just sufficient power to degrade SS performance significantly so that the average performance
degradation is large. The pulsed noise jammer transmits a pulsed Gaussian noise whose psd just covers the SS
system bandwidth WA. The duty factor for the jammer is the fraction of time during which the jammer is on and
is denoted by p (the same as for the partial band jammer). Figure 3a and b compare the transmitted waveforms of
the full-time barrage noise jammer and the pulsed noise jammer. The pulse duty factor used in Figure 3b is p = 0.5
and has an RMS amplitude V2 larger than the RMS amplitude of the full-time jammer. It is possible to use partial
band techniques simultaneously with pulse techniques, although they are usually considered independantly. Note
that pulsed jamming assumes the jammer final power amplifier is average power limited rather than peak power
limited. In practice, the maximum peak power limits the smallest possible duty factor.

(a) Continuous

(b) Pulsed

Figure 3: Typical waveforms for continuous and pulsed noise jammer.

Another potential threat is the repeat-back jammer. It first estimates parameters from the intercepted
SS signal and then transmits a distorted version of the signal at high power. Such jammers are primarily effective
against FH systems when the hop rate is slow enough for the repeat-back jammer to respond within the hop
duration. This type of jammer can be neutralized by increasing the hop rate or independantly hopping each
tone in the case of MFSK signals. In this case such jammers are sometimes refered to as "frequency-following
jammers'. Repeat-back jammers will not be discussed further, but it should be emphasized that they are a threat
against only FH SS 3ystems with a low hop rate. Generally the effectiveness of a repeat-back jammer depends on
the hop rate and the distances between the transmitter, receiver and jammer.

Apart from jamming, there always exists receiver thermal noise which is typically modelled a. additive
white Gaussian noise with single-sided spectral density No. With this receiver noise taken into account, the BER
should have the form Pb(Eb/Jo, Eb/NO). Generally speaking, in this case, the optimum communication system
design is one somewhere between a design against jamming and one against thermal noise. However thermal noise
is usually neglkcted in the analysis due to the following consideration. Since the jamming power and waveform are
under the jammer's control, Eb is forced to be large in order to obtain the required Pb. This large E. will make
the contribution to P of Eb/No very small. Thus P will be mainly determined by Eb/JO and the thc-mal noise
can be neglected.
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4 Anti-jam Performance of Spread Spectrum Systems

In this section, we illustrate the anti-jam performance of SS systems by considering two examples. First we
examine an uncoded DS/BPSK system under pulsed noise jamming. With this example, we show that a worst case
jammer can degrade the exponential dependance of BER on Eb/Jo to an inverse linear relationship. This severe
degradation necessitates the use of error control coding. Then we will consider a coded FFH/MFSK system to
show the effectiveness of various error control codes against two worst case jammers, a partial band noise jammer
and a multitone jammer. Through this example, we will elaborate various design parameters in more detail.

4.1 An Uncoded DS/BPSK System Under Worst Case Pulsed Jamming

Consider a DS/BPSK system where the SS modulation is direct sequen.e modulation and data modulation
is BPSK. Suppose first that the system is opposed by a full-time barrage noise jammer with psd Jo. It can be
shown that after despreading, the psd of the noise at the input to the data demodulator is still appoximately Jo
[15]. Thus, under a barrage noise jammer, with thermal noise neglected, the BER is given by

8 = Q( 2Eb/JO) (2)

where the Q-function is defined as

Q(X) = fo " ep(_t2 /2)dt. (3)

Using an approximation of this Q-function, for reasonably large Eb/JO, Equation 3 is approximated by

Pb 1 Jezp(-Eb/Jo) (4)

Now suppose the jammer pulses its jamming waveform with a duty factor p against the communicator.
Corresponding to Equation 3, we now have

P = pQ( 2pEb/Jo) (5)

which, similar to Equation 4, can be approximated as

P6 ss/4rPE/jo ezp(-pE6 /Jo) (6)

The maximum of this function is achieved when p = -- f which the maximum Pb is given by

1 1N/_ -ir 2x - 2Eb /JO(7

where the assumption is made that Eb/Jo >_ 0.5 (which is slightly restrictive). Observe that the exponential
dependence of BE' R on Eb/JO in Equation 4 has been replaced by an inverse linear relationship in Equation 7.
This is a characteristic of all worst case jammers against uncoded systems. Equations 3 and 7 are plotted in
Figure 4, where it can be seen that the pulsed noise jammer causes a degradation of approximately 31.5 dB at a
BER of 10 - 6 relative to full-time barrage noise jamming. This large degradation is achieved by jamming only a
s-nall fraction of the signal. The above results also apply to partial band noise jamming and multitone jamming
a ,ainst FH systems. In general, under worst case jamming, most transmitted symbols will not be jammed and are
likely to be received correctly. A very small number of transmitted symbols will be jammed with large interference
.nd they are very likely to be in error. That is, there are a large number of symbols of very good quality and a

small number of symbols of very poor quality. This implies two things. First, error correcting codes can be used
to reduce the jamming effectiveness, because they can correct a small number of errors quite effectively. Second,
information about whether a transmitted symbol is jammed or not can often be easily derived, and this is very
useful'because if a symbol is jammed it can simply be assumed to be in error. These countermeasures are discussed
only in conjuction with a FH system below, but they are equally effective in other systems as well.

4.2 A Coded FFH/MFSK System Under Worst Case Jamming

The system considered employs the fast frequency-hopping (FFH) noncoherent M-ary frequency-shift-
keying (NCFSK) technique. We will show the performance of various known error correcting codes in such a
system under different kinds of jamming. Although one set of assumptions are made, the results shown are also
valid under other assumptions.

4.2.1 System Model

The system model shown in Figure 5 is similar to that under consideration and very typical. System
assumptions are as follows.

Signalling and Detection
The transmitted signals are MFSK orthogonal signals which hop over a total spread spectrum bandwith

W5,. Noncoherent soft energy detection (square-law reception) of each hop is assumed without quantization.
In practice, this can be approximated with finite level quantization. Note that this soft decision is for eicergy
detection. While the soft energy decision may be passed to a soft decision decoder such as that for a convolutional
code, the decision made after diversity combination can be a hard decision such as that for hard decision decoding
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Figure 4: Bit error probability: (A) worst-case pulse noise jammer, and (B) continuous noise jammer.

Binary
Data Data Binary

Figure 5: Block diagram of a FH/MFSK system under jamming. Transmit one of M = 2K tones; carrier is hopped
in the pattern determined by the PN code; dehopping requires derived PN reference (P N); non-coherent detection;
diversity combination is included in the decoder.

of a block code.

Diversity, Combination and Side Information
By diversity we mean transmit one coded M-ary symbol in L hops. For a given M and error correcting

(EC) code, when the energy per symbol E, is fixed, the energy per bit Eb is fixed. In this case there is usually ar.
optimum L, denoted as Lot at which the final bit error rate (BER) can be minimized for a given signal to noise
ratio. This may not be true when the hop rate Rh is fixed and the infor .ation bit rate R6 is varied. However,
since the objective here is to show the effectiveness of various EC codes, we assume Eb is fixed. This will help
identify effective EC codes. It appears that an effective code can work well in both situations. In analysis, L0 pt
provides an indication of how efficient a specific code is. A smaller Lovt implies that the code is more efficient
against jamming.

As mentioned earlier, in a jamming environment, side information is valuable for efficient data reception.
One method used in practice to derive the side information is to implement automatic gain control (AGC) in the
receiver, which may be monitored to determine whether jamming power is corrupting a given hopt1l. Based on
this implementation, we may assume that the receiver knows with certainty whether each hop of an M-ary symbol
is jammed or not. If any of the L hops is not jammed, an error free M-ary decision can be made (the thermal
noise is neglected, as discussed previously); otherwise select the largest of the linear combinations (direct sums)
of the energy of L hops. Note that the assumed perfect side information is for the diversity combination.
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4.2.2 Types of Jamming

For reasons discussed in Section 3, we neglect the received thermal or non-hostile background noise. In
this section we consider two types of worst case (WC) intelligent but non-repeat-back jammers, namely, partial
band noise and multitone interference.

Partial Band Noise Jamming
Recall that partial band noise (PBN) jamming occurs when the total jamming power is restricted to a

traction p (0 < p _5 1) of the full spread spectrum bandwidth. It is equivalent to pulse jamming for frequency
hopping systems, and in this case p is the fraction of time that the jamming is on. p is a parameter that the
jammer can optimize against the communicator.

Multitone Jamming
Multitone jamming (MT) includes band multitone jamming and independent multitone jamming. It has

been shown that the worst case multitone jamming is band multitone jamming with a single jamming tone per
jammed band[2]. We consider only this worst case multitone jamming. In this case the jammer has one parameter
to optimize, namely the ratio of signal power of one hop to the power of the jamming tone, denoted as a.

4.2.3 Fading and Uniformity

We do not consider fading of the signal due to propagation, but in worst case jamming the signal already
suffers from a kind of fading. Thus results without considering propagation fading may be indicative of the case
of propagation fading. This point has been verified in previous work. For instance, the broadband jammer is the
worst noise jammer in a Rayleigh fading channel[3].

A satellite communication link over frequency bands presently in use can usually be viewed as a uniform
channel over W,5 .

4.2.4 Performance of EC Codes in a FH system

Although performance of error.correcting codes in FH systems has been widely studied, there is no single
reference in the literature providing complete information on the BER performance (rather than other criteria,
such as the cutoff rate) of various codes for jammed M-ary NCFSK, and hence a convincing comparison of them.
Ma and Poole's paper[7] and the book by Simon et al.[3] may be the most comprehensive. Only partial band noise
jamming was considered in [7] and only Reed-Solomon codes and several convolutional codes were considered in
(3].

Under the assumptions disjussed above, the BER performance of a FH/MFSK system with various EC
codes can be obtained under worst case (WC) jamming. The evaluation method used here is based on the Chernoff
union bound, as in [7,3]. We present only the final results here, as details can be found in [3) and, in a more compact
form, in [11]. All BER performances are given under worst case jamming and with optimum diversity.

In anti-jam communications, a good code should perform well under any kind of jamming. Thus good
codes are those with the best BER performance for the most effective type of jamming, WC MT jamming or WC
PBN jamming, at low BER. We only consider M-ary (M = 2 K) signalling for K up to 5.

Clearly, the final BER, Pb, depends on the signal to noise ratio, the EC code, M (or K) and the jamming
strategies. The worst case pwc for partial band jamming, and the worst case aw for multitone jamming depend
on the signal to noise ratio, the EC code, and M (or K). The optimum diversity factor Lpt depends on the signal
to noise ratio, the EC code, M (or K) and the jamming strategies. It is implied that a good design is a good
combination of MFSK, an EC code and diversity with all possible jamming waveforms taken into account.

We can consider three kinds of codes: convolutional codes, block codes and cancatenated codes. Figure 6
shows the performance of two rate 1/2 convolutional codes discovered by Odenwalder and Trumpis, respectively,
over Binary FSK and 4-ary FSK respectively. The constraint length of both codes is 7. Soft decision Viterbi
decoding is assumed for these convolutional codes. Figure 7 shows the performance of two Reed-Solomon codes
with bounded-distance decoding over 4-ary FH/FSK and 8-ary FH/FSK. In all cases, worst case jamming and
optimum diversity are assumed.

From these figures, it "seems that the convolutional codes are more powerful than Reed-Solomon codes,
but the performance of Reed-Solomon codes can be improved with the use of error-erasure-correction decoding.

5 Joint Tactical Information Distribution System

The Joint Tactical Information Distribution System (JTIDS) is a tactical military spread spectrum radio
network. It has been designed to provide jam resistant communications and location, and is being developed with
support from all US military services and NATO. Most of the information transferred is expected to be digital
data. A secure, jam protected digitized voice capability is provided as a tradeoff for a number of data channels (on
the basis of equivalent total bits/second required). As shown in Figure 8, jamming resistance and low probability

of intercept are achieved using a hybrid DS/FH transmission strategy.
All JTIDS carrier frequencies are within the frequency bands 969 to 1008 MHZ and 1113 to 1206 MHZ

[15]. The choice of carrier frequencies in these bands limits transmitted energy to roughly the band 960 to 1215
MHZ and avoids interference with the IFF frequencies of 1030 and 1090 MHZ. Within this band, about 20 JTIDS
nets can be dperated simultaneously in the same geographical area (without degrading AJ characteristics), by
using code-division techniques. Thus JTIDS is a spread spectrum multiple access system.

With reference to Figure 1, the basic channel is a 32-ary channel since each of the 32 phases of the
minimum-shift-keyed spreading code burst is transmitted. The direct sequence spreading chip rate is 5 x 101
chips/second. A 5 bit message is transmitted with each burst by associating each message with a different phase
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Figure 6: BER performailce of rate 1/3 binary Odenwalder convolutional code over Binary FI/FSK and rate 1/2
Tumpis code over 4-ary FH/FSK. The constraint length is 7.
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Figure 7: BER performance of the (255,191) RS code over 4-ary FH/FSK and (511,447) RS code over 8-ary
FH/FSK. Worst case jamming and optimum diversity are assumed.

of the 32 bit direct sequence spreading code burst. Frequency hopping is implemented by hopping the carrier to
a new frequency for each transmitted pulse. Error control coding is used by all JTJDS members. The particular
code used is a n=31, k=15 Reed-Solomon block code where each code symbol consists of five bits. This code
provides both error correction and detection.
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Figure 8: JTIDS transmitter functional block diagram.

6 Conclusion

In this paper we have surveyed various jamming and electronic countermeasure techniques. Spread spec-
trunm techniques were examined in detail with an emphasis on frequency hopping systems.

JTIDS was introduced as an example of a real system which uses many of the concepts discussed within
this paper.
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In shortwave communications, change of frequency either by adaptive reaction or by
frequency hopping as a means of protection against jamming must he adapted to the par-
ticuler transmission characteristics of shortwaves. Adaptive reaction to a new fre-
quency is a technique used for maximizing the throughput and optimizing reliability,
and is an Electronic Counter Counter Measure (ECCM) against conventional jamming sys-
tems. As a result of the analysis and reaction times of follower jammers, frequency
hoppers with 10 to 20 hops/s can provide adequate protection against ECM also in the
90's. In this case, effective error correction techniques are required because of the
high proportion of disturbed hop channels. Hopping systems with hop rates of more than
100 or 1000 hops/s are discussed. An HF communication system with adaptive reaction
and frequency hopping of up to 20 hops/s is presented. Results are presented of field
trials with adaptive reaction and frequency hopping with a dwell time of 160 ms cor-
responding to 6 hops/s. A test system with reproducible channel characteristics of the
HF channel is described.

1. Introduction

The use of highly integrated low-cost components opened up new ways in automation and
computer control; the importance of communication via the ionosphere is continually on
the increase. (1,2,3)

Shortwave communications are characterized by the following features:

+ Channel quality and useful bandwidth variable in time
+ Shortage of available frequency due to large number of users
+ High interference potential as a result of multiple assignment of frequencies and
worldwide transmission

+ Complex operation of system

These features call for the following requirements which up-to-date shortwave communi-
cation systems fulfill:

1. Reliable transmission even on poor links (4)
2. Maximum throughput matched to the transmission channel
3. Automated and thus simple and reliable operation (5,6,7)
4. Operability even in the face of Electronic Counter Measure (ECM) (8)

The increasing importance of shortwave communications makes it necessary that this
communication medium, too, is protected against jamming (ECM). From a aeneral analysis
of threat scenario, follower jammers gain a special importance over broadband jammers
and will therefore be examined in the following.

2. BCH scenario

EC measures can only be effective if three prerequisites are fulfilled:

1. An interfering link must be intercepted
2. The link must be identified
3. The link must be disturbed

2.1 Interception

Dense occupancy of the shortwave spectrum requires the use of narrowband detectors
with excellent control characteristics so that the time of detection is lengthened.

Conventional detection equipment in the case of which the operator searches a given
frequency band and jams particular frequencies are replaced by state-of-the-art auto-
matic equipment which, in conjunction with fast and automatic receivers, are able to
scan wide frequency bands in a short time. The development is towards powerful multi-
channel receivers and, in the future, towards very fast FFT analyzers; these units
will be able to analyze bandwidths of, for example, 1 MHz at a resolution of 1000
channels in a short time, i.e. in I ms minimum as in the present example.
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2.2 Identification

When a signal is detected in the shortwave spectrum, the signal has to be identified
whether it is meant to be interfered. The identification can be made by means of elec-
tronic fingerprinting or by additional results of direction finding. Electronic fin-
gerprinting would, for example, be the determination of system-specific transmit spec-
tra, particular synchronisation processes or characteristic modulation response. For
this purpose, time-consuming analysis methods are, however, required.

For the identification of a transmitter, it is sufficient to determine its geographi-
cal location. Adequate accuracy of the latter is possible with conventional DF tech-
niques in the available time and using sky waves only at a high level of equipment in-
vestment. In the development of fast jamming systems, the identification of a signal
places high demands on the processing speed of the evaluation unit and is thus the
limiting factor in the performance of a follower jammer.

2.3 Jamming

The effectiveness of a follower jammer depends on its output power, antenna gain,
bandwidth and/or the modulation type of the jamming signal and the time during which a
signal can be jammed. The hardware requirement for a fast, powerful jammer is not the
limiting factor of the total system but more important are questions relating to the
geographical location of the jamming system, the latter's influence on the transmit
power and the antenna configurations, and side effects of jamming such as interference
on interception or on own HF communications.

3. ECCH

3.1 Protection against broadband jamming

An FSK signal can usefully be received if its S/N ratio is in the order of 10 dB. The
intentional interference of a broadband jammer reducing the S/N ratio can be encoun-
tered only by an increase of the process gain since the transmitter power is generally
limited.

Process gain is enhanced by increasing the transmission bandwidth (9).
The transmission bandwidth can be increased by direct sequence modulation (Spread
Spectrum) or by frequency hopping (FH). In the shortwave range, the frequency hopping
technique is preferred to direct sequence modulation because of the dense occupancy by
a variety of signal types and the problem of group delay (10,11), the upward inter-
operability and co-location problems.
The process gain G of the frequency hopping technique is proportional to the number of
used frequencies N

G s N

The attainable gain is 27 dB for 500 free frequencies.

The following example is presented for assessing the effectiveness of frequency hop-
ping versus broadband jammers:

Transmitter: 100 W, FSK modulation, antenna gain 3 dB, radiated power 200 W
Jammer: 1 kW, CW modulation, antenna gain 10 dB, radiated power 10 kW
Reception: Useful/signal/interfering signal = 200 W/10 kW - 0.02 = -17 dH
Required S/N ratio: 10 dB
Required process gain: 17 dB + 10 dB = 27 dB

The required process gain of 27 dB can be obtained by a rrequency hopping system which
uses 500 frequencies. The example illustrates that broadband jammers can be effective-
ly encountered in a simple way.

3.2 Hop rate

Due to the rinite velocity of propagation of electromagnetic waves and the reaction
time t(react) required for interception, identification and jamming, a signal cannot
be disturbed if its duration t(hop) is subjected to the following condition:

t(hop) i d2/c + d3/c + t(jam) - dl/c

c - velocity of lig.t, t(jam) - time of interception and identification of signal and
setting time of jammer, for dl, d2, d3, see Fig. 1.

With t(jam) - 0, this leads to the known representation of qroundwave links (the prob-
lem is three-dimensional for sky-wave links) according to which the jammer must be
located within an ellipse with the major axis d2 + d3 (Fig. 1).

For the path transmitter - reciever of dl = 200 km and transmitter - jammer - receiver
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of d2 + d3 - 280 km, the difference in time of travel is 0.26 ms; for d2 + d3 = 1000
km, the difference in time of travel is 2.6 ms.

If the follower jammer is driven by a classical, fast search receiver that searches
signals step-by-step on different channels and provided that the receiver is intelli-
gent enough to search only the hop channels (number of channels m), the percentage (j)
of channels found for a hopping time of t(hop) and reaction time t(react) per channel
is

j% _ t(hop)/mt(react).

Figure 2 shows the relationship between hop rate r and reaction time t(react) at a
channel number of m = 100, m = 500, m = 1000 and a relative number of channels found
j = 10 %, which, in case of jamming, can still be corrected effectively by error cor-
rection.

It is shown that for a given reaction time t(react) the immunity to jamming of a fre-
quency hopping system can be increased either by a higher hop rate or by increasing
the number of channels. In practice, hop bandwidths in the shortwave range lie between
I and 3 MHz for short to medium distances. A hop bandwidth of 1.5 kHz can be split up
into, for example, 500 channels each with a bandwidth of 3 kHz, latter being the typi-
cal value for the shortwave range.

A hopping system with a hop rate of 20 hops/s can be disturbed by jammers using sin-
gle-channel receivers according to Fig. 2 only if the reaction time per channel is
less than I ms. Detection systems of this kind cannot, however, be realized by single-
-channel receivers and are the equipment of the next generation.

The reaction time includes the interception time as well as the identification time.
Even if, in the future, the interception time falls significantly below 1 ms, the com-
puter remains the limiting factor of jammers as far as identification in the shortwave
range is concerned, e.g. if a receive system were capable of analyzing 1000 channels
each with 1 kHz bandwidth in 1 ms, a data flow of I Mbyte/s has to be processed in
real time assuming that the information required for identification is 1 byte. For
this purpose, a mainframe computer would be required.

Due to the computing time required, the reaction time of a follower jammer is not ex-
pected to drop below 30 ms for some time to come. Signal travel times lie substantial-
ly below the reaction time of jammers and can therefore be ignored.

3.3 Hop rates

3.3.1 Adaptive reaction (0.1 to 1 hop/s)

The adaptive reaction (change of frequency on jamming, adaptive power matching to in-
crease interception immunity) is the Ist ECCM step which offers an effective protec-
tion against conventional jammers when using a large number of channels. Systems of
this type afford optimization regarding reliability and speed of transmission, and
offer a certain ECM protection and are indispensable for normal radio operation.

3.3.2 Slow hopping (3 to 10 hops/s)

As shown above, slow hopping at a sufficient number of channels proves to be an effec-
tive ECCM measure. If the dwell time per channel is 100 ms at a hop rate of 3 hops/s,
then this has the effect of 10 hops/s on the intercepting adversary. The enhanced ECM
protection is obtained at the expense of a reduced throughput. Slow hopping can be
realized with remote controlled, conventiona] radio equipment modified for hopping.

3.3.3 Medium hop rates (20 to 100 hops/s)

The shortwave transmission rate for sky-wave and multipath propagation is limited to
about 200 Bd without the use of modems. Signal duration has therefore a minimal value
of approximately 5 ms. Taking into account the transients required for switching as
5 ms, then the upper limit of frequency hopping lies at 100 hops/s in conjunction with
mulitpath propagation with conventional methods.

A hop rate of 20 hops/s is attained with radio equipment of the new generation which
is designed for fast frequency switching. The latter concerns synthesizer, receive/
transmit switch and ATU. Hop rates of 20 hops/s can be realized with most components
and using conventional techniques, whilst maintaining outstanding characteristics such
as spectral purity of signal or high S/N ratio of radio equipment.

A hop rate of 100 hops/s requires radio equipment especially tailored for frequency
hopping. To achieve this, known problems of fast frequency switching must be solved:
fast frequency processing with the disadvantages of an unfavourable spectrum, rapidly
switching harmonics filter and ATU, IF filter optimized for fast transients.

3.3.4 Fast hopping (1000 hops/s)

With hop rates of over 100 hops/s, multipath effects occurring with sky-wave propaga-
tion must be removed by the reception time-slots or a method has to be selected that
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compensates for the effect of multipath propagation. As the time of travel of multi-
path components varies, the removal of these components and thus the hop rate depend
on the range and are time-variable.

A compensation of multipath propagation can be achieved by signal equalization requir-
ing very fast digital filters. Due to the short signal duration at high hop rates,
training pulses cannot be used in the determination of filter coefficients and signal
shapes are to be utilized whereby the signal consists of the part first arriving with-
out multipath superposition and subsequent part with multipath superposition.

The above mentioned problems do not occur with ground-wave links (e.g. communications
at sea). If a transmitter, however, uses a special communication technique such as
fast hopping, it cannot be reached by another method, i.e. slow hopping.

Technological solutions for fast hoppers are feasible (12), their realization is, how-
ever, not expected in the long term because of the enormous technical expenditure re-
quired and is not needed since the reaction times of jammers of a few milliseconds
cannot be reduced for a long time.

4. System realization

A dwell time of 40 ms (corresponding to 25 hops/s) offers sufficient protection
against jamming also in the long term; 10 ms switching time allows a design to yield
radio equipment with excellent characteristics (e.g. spurious suppression). Require-
ments for reliable transmission even on poor links and simple operation have to be
fulfilled and lead to a radio system with the following characteristics ('):

- A switching synthesizer with 2 slow and one fast loops permitting changes of fre-
quency at 50 ms interval for a transmit signal of high spectral purity

- A PIN-diode-controlled harmonics filter allowing fast frequency change even beyond
the limits of the harmonics filter

For 1 kW-type:
- A broadband antenna in combination with an intelligent amplifier affording a change

of frequency in about 2 MHz wide bands without tuning the ATU

For 150 W-type:
- A concept same as for 1 kW allowing a fast frequency change over broadband ranges
without tuning the ATU. For frequency changes beyond the range limits, the ATU tunes
silently in 7 ms with fast mechanical relays having a lifetime of 10exp9 switching
operations, leading to an average MTBF of several years under normal operating con-
ditions.

- An intelligent controller (") controlls the automatic operation with automatic chan-
nel selection following passive and/or active channel analysis, automatic addressed
link set-up in different network configurations, adaptive reaction, frequency hop-
ping and error correcting facility matched to the type of transmission.

5. Field trials

Field trials were intended to test the concept Automatic Link Set-up with automatic
channel selection (ACS), adaptive reaction (AR) and frequency hopping (FH). Accessi-
bility, transmission reliability and attainable throughput were to be quantified.

The field trials were carried out in November 1985 between Hook of Holland and Munich
(700 kn) ('''). The transmitting power was 400 W, both stations were equipped with
broadband antennas. Results taken over the duration of a day are presented and are
typical for the whole series of measurements.

5.1 Methods using acknowledgement

Methods using acknowledgement are superior to techniques with forwara error correction
in the case of strongly fluctuating channel quality since a reaction to the changing
channel quality is possible and the redundance required for error correction is adapt-
ed to the channel quality.

The trials were carried out with simplex ARQ and the maximum transmission rate was
100 Bd. Thus, the throughput being between 0 and 10i Bd is directly proportional the
efficiency and/or the relative number of useful channels.

In the case of technique with adaptive reaction, 12 ACS frequencies between 3.2 and
8 MHz were employed and distributed practically uniformly over the frequency range. In
trials with frequency hopping, 29 FH frequencies were used between 3.1 and 5.5 MHz re-
peatedly over a period of 24 hours.

Footnotes:
I Further development of equipment described in (5,6)
'' ECCM and control unit jointly developed by Rohde & Schwarz and Siemens
'' The field trials were conducted by B. Rittenauer, SAG; SHAPE Technological Center

kindly placed fequencies and radio equipment infrastructure at our disposal
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The trials were performed as follows:
Every minute, a link setup was initiated followed by the transmission of a test
string. A link was set up ten times with ACS on the ACS frequencies and a message was
transmitted with AR. A link set-up was subsequently made ten times in FH mode and a
message transmitted on the FH frequencies. The following parameters were measured:
time for link set-up, input bit error rate, residual error rate and throughput of mes-
sage transmission.

When the quality of the link deteriorated during transmission in AR mode, a new fre-
quency was selected with active channel analysis (ACA) and the transmission continued
on this frequency. In FH mode, 29 FH frequencies were repeatedly used, their selection
being pseudo-random.

5.1.1 Adaptive reaction

Fig. 3 illustrates the results of automatic link set-up with ACS and transmission with
AR in a 24-hour period from 14.00 h on 30.11.1985 to 14.00 h on 01.12.1985. The top
curve represents the throughput for message transmission: it lies at 75 Bd on average
and fluctuates between 50 and 90 Bd. The maximum throughput of 100 Bd could not be
attained because of protocol overheads. It is therefore expected that for normal oper-
ation the average throughput would increase by 10 % from 75 to 82.5 Bd. The lower
curve shows the corresponding times for the link set-up: the values lie between 2 and
6 seconds with an average of 3 seconds. There were no undiscovered residual errors.

5.1.2 Frequency hopping

Fig. 4 illustrates the results of transmission with FH in a 24-hour period from
14.00 h on 30.11.1985 to 14.00 h on 01.12.1985. The top curve represents the troughput
for message transmission: it fluctuates in a range between 20 and 60 Bd and has an
average value of 43 Bd. If hop sets matched to the time of day are used, the through-
put may well be 10 to 20 Bd higher.
The lower curve shows the corresponding times for the link setup: the values lie be-
tween 2 and 9 seconds with an average of 4.5 seconds. The residual error rate for both
techniques lie at around 10exp(-5). There were no undiscovered residual errors.

5.2 Methods without acknowledgement

As results under 5.1.2 show, high redundancy is required for frequency hopping in com-
bination with techniques without acknowledgement in order to enable transmission in
spite of a high percentage of disturbed channels. This redundancy is attained in the
described system by coding the information with an error correcting code and by the
multi-transmission of the information on different channels. It will therefore be pos-
sible to transmit information reliably and free of errors, although with reduced
throughput, even in the case of broadcasting techniques using frequency hopping.

6. System test with comunication simulator

In order to test and compare radio systems, system measurements on channels with re-
producible parameters are required in addition to the link trials. This task is best
performed by a channel simulator (') that simulates the characteristics of the HF
transmission over a broadband. This means that a broadband channel of say 5 to 25 MHz
is assigned to the tester which possesses different preset characteristics at differ-
ent frequencies.

Fig. 5 presents a communication simulator for channel and ECCM evaluation. The trans-
mitter and receiver to be tested are connected to the transmission channel. The chan-
nel is simulated to include all known effects of HF transmission, i.e. delayed trans-
mit signals for the simulation of multipath propagation, phase and group delay fluctu-
ations of the different propagation paths, selective fading and absorption fading and
the simulation of the Doppler effect of the transmission path. In addition, jammers
such as single channel, multichannel, pulse, sweep jammers and others can be simulated
by applying different types of interfering signals.

7. Smary

Tests on frequency hopping have shown that at the present level of occupancy of the
shortwave band a high percentage of disturbed hop channels i.e. 50% is to be expected.
Frequency hopping systems occupy in addition a large number of frequencies and raise
the interference level of the available frequency range that is already scarce in
Europe. Although, if required, frequency occupancy could oe lowered by greater radio
discipline and less traffic, the situation remains basically the same. This means that
the effectiveness of F systems regarding throughput will always be lower and the main
application of these systems can only lie in the field of strong jammers. Since, in
the long term, search times of single chan-l receivers will not drop below I ms per

Footnote:
* The cannel and jam simulator was promoted by the BMVg and developed in joint

cooperation of E81 and Rohde & Schwarz
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channel and the identification time of multichannel or FH analyzers is not expected to
be below 30 ms, a hop rate of 20 hops/s is regarded as adequate.

Normal radio operation will, also in the future, use the non-hopping mode, it will
however be significantly improved with state-of-the-art techniques such as adaptive
reaction. Frequency hopping remains unquestionably as a fall-back facility.
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SUMMARY

This paper discusses calculation of the performance, in terms of received bit error
probabilities, of fast frequency-hopped M-ary non-coherent frequency-shift-keyed (NCFSK)
systems. It introduces a general method of calculating accurately the performance of
such systems for arbitrary M, degraded by system noise and both partial-band-noise and
multi-tone jamming. Some typical results are presented and it is shown for a fixed hop
rate how the use of time diversity, through repetition of each symbol on several hops,
can dramatically improve performance; M may be simultaneously increased to keep the data
rate high. This technique in conjunction with only simple error-correction coding can
make the system quite robust. System degradation due to multipath can fortuitously be
overcome by the same anti-jam techniques.

1. INTRODUCTION

Frequency hopping (FH) is a useful spread-spectrum technique for providing
protection from jamming of digital radio links, both in satellite and terrestrial
applications. In comparison to the other main spread-spectrum technique, direct-sequence
(OS) spreading, FH has several practical advantages. Most importantly, it tends to make
it easier to achieve wider spread bandwidths. Also, synchronization tends to be simpler
and it can easily be adapted to multiple-user operation through frequency-division
multiplexing.

The terms "slow hopping" and "fast hopping" must be carefully distinguished because
they have two different senses. In the absolute sense, the terms relate vaguely to the
hop rate required to avoid follower jammers which in turn relates to the spatial geometry
of the transmitter, receiver, and jammer. In the relative sense, the terms relate the
hop rate to the channel symbol rate so that fast hopping is defined as hopping with one
or more hops per transmitted-channel M-ary symbol and slow hopping has more than one
transmitted symbol per hop. In this paper, only fast hopping in the relative sense is
considered.

Much confusion has been generated in the past by analysis in which the data rate is
kept constant and the hop rate is allowed to float. This approach is a carryover from
analyses of non-spread systems where, indeed, a constant data rate is a good basis of
comparison. However, in a FH system there are important practical reasons why the hop
rate, Rh, once selected, should remain constant or at least have very few selectable
rates that are integer multiples of the lowest rate. Even on a point-to-point
single-channel communications link, a continuously variable hop rate would be difficult
to implement especially from a synchronization point of view. With a satellite
communications system or a terrestrial combat-net radio system, there will usually be
multiple users and it would be very impractical to allow each user pair to choose and
vary its own hop rate independently. The rate itself is chosen by a trade-off between
needing a high hop rate to avoid follower or repeat-back jammers and a low rate to
accommodate frequency-synthesizer technology and ease of synchronization, and to achieve
as large a value of energy per hop as possible. In this paper, Rh is held constant and
the data bit rate, Rb, is allowed to vary. The relevant signal energy quantity becomes
the energy per hop, Eh, in place of the more usual energy per data bit, Eb.

It is common to define a FH processing gain as WT/Rb where WT is the total
hopped bandwidth. This definition is valid only when the interference is wideband
additive white gaussian noise (AWGN). Since the fast-hopping systems considered here
have a fixed Rh, the achievable processing gain from the FH is limited to

PGfh - WT/ Rh, (1)

independent of Rb. Thus, decreasing Rb well below Rh gives no increase in
PGfh.However, a decrease in Rb gives an increase in redundancy which has an
associated processing gain defined as
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This processing gain can be implemented through the use of diversity (repeating the same
transmitted symbol on L hops) and/or error-correction (EC) coding. This value of PGr
will not necessarily be achieved against wideband AWGN interference. Note that PGfh is
defined for wideband AWGN interference but can degrade considerably (tens of dB) for
other types of interference such as partial-band noise (PBN) and multiple-tone (1T)
jamming. It is strongly emphasized that in the presence of such interference, the
diversity/coding can not only p-ovide gain on its own approaching PGr, but can
compensate for most of the losses suffered to PGfh.

It is usually impractical to maintain phase coherence between hops which means that
in fast-hopped systems, there is no coherence between transmitted symbols. As a result,
the modulation of choice tends to be M-ary non-coherent frequency-shift keying (NCFSK).

In this paper we will briefly describe a performance analysis method which is
capable of calculating exactly the probability of bit error, Pb, of fast-hopping M-ary
NCFSK systems under partial-band noise and multiple-tone jamming, with the system noise
taken into account. The jammer's strategy to cause worst-case degradation in performance
will be described. The significant improvement in performance possible through the use
of diversity and increased 14 (to maintain the data rate) will he presented. Similar
improvement will be shown to be obtainable through the use of error-correction coding.
By combining diversity and EC coding, it will be shown how a relatively simple and robust
system can be implemented to mitigate all known forms of worst-case jamming. There
follows a brief discussion on adaptively varying L and M in the field to maximize
throughput as a function of jamming level.

Finally, it will be shown that multipath affects a fast-hopping system in a manner
that is similar to the way it is affected by partial-band noise jamming. Therefore, the
diversity and EC coding used against such jamming is fortuitously useful in mitigating
the effects of multipath.

2. GENERAL PERFORMANCE ANALYSIS FOR BROADBAND-NOISE AND TONE JAMMING

The basic elements of the transmitter are shown in Fig. 1. The input binary data
has a period Tb s corresponding to a rate Rb bits/s. The data may be EC encoded at
code rate r - (no. of data bits in)/(no. encoded bits out) so that the encoded period is
Tc - rTb s and encoded bit rate is Rc = Rb/r bits/s. This binary information is
converted k - log2 M bits at a time into one symbol tone of frequency fl, where f, has one
of N - 2k possible values. The symbol duration is Ts = kTc s, and the symbol rate is
Rs - Rc/k symbols/s. Finally, the symbols are mixed with a frequency-hopping tone of
frequency fh and duration Th and hop rate Rh = 1/Th. L is the number of
hops/symbol and is a positive integer. Since L>1 corresponds to repeating a symbol, it
is a form of time diversity. The number L is sometimes called the "order" or "level" of
diversity.

The signal is hopped over a total bandwidth WT which is divided into Nb bins
(typically > 1000) as shown in Fig. 2. The bins are further partitioned into "channels"
consisting of 14 bins; the channels normally do not overlap. We assume in this paper that
the M signal bins are assigned contiguously, as contiguous assignment eases
implementation of frequency-division multiplexing of multiple users. (It is found in [1]
that noncontiguous spacing is generally not recommended, so it will not be discussed in
this paper). On a given hop, the signal will be in one of the N bins corresponding to
the transmitted symbol. The channels are hopped In frequency in such a way that the
jammer cannot predict where the next channel will be.

The receiver Is shown in Fig. 3. Its input is the vector sum of the amplitudes of
the signal, jamming, and s;stem thermal noise. The signal amplitude is assumed to be
2s so that rms power is sz. The signal energy received on a single hop is Eh - s2 Th

joules. The dehopped signal goes to a bank of M bandpass filters and detectors. The
output of each filter/detector is sampled every Th s and a decision is made as to which
of the M samples is largest. Usually diversity combining is done before the decision
device. However, in this paper the diversity combining is assumed to take place after the
decision device by simple majority vote over L decisions to determine the most
likely transmitted. This M-ary symbol Is then converted to a binary representation.
Finally, if EC coding is used, decoding is performed.

As discussed in Section 1, throughout this paper Rh is held constant. If
increased levels of diversity or coding are required to maintain links, it is the data
rate Rb that is sacrificed. These assumptions are the opposite to the ones most often
seen In the literature.

We make the common assumption that the jammer has a maximum average power constraint
of Jtot as seen at the receiving antenna and this power can be distributed over WT in
any manner. The jammer attempts to distribute Jt so as to cause the maximum possible
degradation In communications performance. In th s paper, the communicator's point of
view rather than the jammer's is taken, so that, such jamming will he known as "worst
case". It is also assumed that the communicator's transmit power is limited so that s2

is the maximum signal available at the receiver. It is further assumed that s2 can be
sufficiently small that the receiver noise, N, cannot be neglected. Therefore, It is
assumed that Rh, s2, Jtot, and WT are fixed. The communicator's strategy is to
select practical values of M, L and EC coding to get the best performance possible. If
the performance Is not acceptable, the data rate Rb is sacrificed so that L can be
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increased. The jammer's strategy is to try to choose the jamming type (noise ,r tone)
and the distribution over WT that will cause the communicator's performance to be
unacceptable.

Fig. 4 illustrates the important combinations of signal and jammer distributions.
The jammer can use noise, assumed here to be white and Gaussian, or tones. Since there
is practical difficulty In generating noise over separated individual bins, such
situations are not considered here. Therefore all noise jamming is assumed to be
distributed over nj contiguous bins (Fig. 4a) so that a fraction

y = nj/Nb = njWbin/WT (3)

of the bins contain jamming power. Such jamming is called partial-band noise (PBN)
Jamming.

For multi-tone (MT) jamming it is feasible to distribute the tones on any contiguous
or noncontiguous distribution over a fraction y of the bins (Figs. 4bc). It is assumed
that a bin may contain at most one tone. If the distribution is noncontiguous, then it
is assumed that the nj tones are distributed at random over the total Nb bins, i.e.,
the probability that a bin contains a tone is equal for all bins.

The last two combinations shown in Figs. 4d and e have only one jammer tone per
channel. This distribution is of special interest because it is related to Houston's
worst-case MT jamming [2]. Since it degrades performance more than the distribution of
Fig. 4b, the latter will not be further considered. It can also be shown [1] that the
configuration of Figs. 4d and e degrade system performance identically. The fraction of
channels jammed is

S = My

The number of bins being very large implies that for PBN- and contiguous-MT jamming,
all M bins of the signal channel are either jammed or none of then are ja,,.med because the
probability that the signal channel may span across the boundar, between jamned and
unjammed bins is negligible. This assumption was found to give results very close to
those when exact calculations were performed under the assumption of even a small number
of bins (Nb<50).

Some useful powers and power ratios are now defined for the input to the receiver in
Fig. 3. For the receiver, the signal-to-thermal-noise ratio (SNR) is defined in the
usual manner

SNR = s2/20n2 (5)

2
where On is the variance of each component (in-phase and quadrature) of the complex
noise in one bin. Thus if the one-sided noise-power spectral density is No W/Hz then

Ont = NoWbin - No/T h so that the familiar form

SNR = Eh/No (6)

is obtained where Eh is the received energy per hop and

Eh = krEb/L (7)

It is usual to define an "effective" or "normalized" jamming power as

J = Jtot/NL - Wbn/WT (8)

which is the power that would be placed in e. bin if the jammer's power were spread
uniformly across the hopping band. If jamming power is represented through the effective
signal-to-jammer power ratio

SJR = s2 /J, (g)

the general analysis can proceed without specific knowledge of s2, Jtot or Nb. The
designers of a specific system then merely use the jammer threat characteristics and the
FH parameters to find the particular SJR at which they must operate.

The SJR is now defined for both PBN and MT jamming. For PBN jamming, nj of the
Nb bins are jammed with noise that has power gj2 in each bin and the remaining
b ns have no jamming. Thus

2 aj2 - Jtot/nj - J/y (10)

Notice that the jamming power in each of the jammed bins varies inversely with y; the
jammer attempts to optimize y by trading off jamming power in the jammed bins versus the
number of bins jammed. Combining (9) and (10) we can also write

SJRPBN = s2/(y2aj 2 ) (11)

For MT jamming, nj of the bins are jammed with a continuous-wave (CW) tone of
amplitude a, or power
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a2 = Jtot/nj - J/y (12)

so that

SJRMT = s 2 /(ya 2 ) (13)

From the above assumptions and definitions, one can calculate for each jamming and
signal combination of Fig. 4, the bit error probability, Pbt given only the SNR, SJR
and y or s as applicable. It has been recently found [4], [1] that exact analytic
solutions for the tone-jamming cases, with system noise present, may be found using the
so-called Fourier-Bessel series [3]. It is also possible to evaluate these series to
within well-defined accuracy limits. This method was used to calculate the Pb curves
herein for tone jamming.

Interleaving is a method to overcome burst errors. however, for the signal and
jamming combinations considered in this paper, the hopping causes the jammed and
unjammed hops to be randomly distributed so that no interleaving is needed. Interleaving
could be useful for ameliorating fast fading that is frequency independent if the
interleaving depth is longer that the average fade time. For slow fading, such as rain
fading at EHF, interleaving becomes impractical and message repetition is more practical.

3. TYPICAL PERFORMANCE OF FAST FH SPREAD-SPECTRUM SYSTEMS

In this section we present some typical examples of the behaviour of Pb under
jamming and discuss their implication to the jammer's strategy to disrupt communications
as much as possible. Numerous representations of Pb can be used. One useful
representation, which will be used here, is a plot of bit error probability Pb versus
the fraction, y, of the bins (or fraction, B, of the channels) jammed, as this gives
insight into the jammer's best strategy. We will also assume a baseline SNR of 13.35 dB,
which for binary NCFSK in the absence of jamming gives a Pb of exactly 10- 5 . Curves
for M-2 and 8 will be shown for comparison . For purposes of discussion, a Pb of I0- 5
will be deemed as acceptable in the presence of system noise only, and a Pb of 10- 3

will be considered as just tolerable in the presence of jamming and system noise.

The full FH processing gain PGfh as defined by [1] is achieved only against AWGN
jamming spread uniformly across the hopping band, i.e. y-1. In practice, the jammer
selects a value of y<l, and possibly uses multitones, that results in Pb degrading to a
value well above that for y=l. Thus the jamming strategy forces the PGfh actually
achieved to a value much less than that given by (1).

Fig. 5 shows Pb as a function of y , when partial-band-noise jamming occurs.
There is no diversity, i.e. L-1. For a high SJR of 20 dB and binary communications, it
is seen that the jammer will succeed in his objective to make the Pb > 10- 3 if he
spreads his power over les than 0.15 of the hopping bandwidth. He must also, of course,
jam more than 2 times I0- J of the bandwidth to ensure a Pb > 10-3. His optimum y
is sharply peaked at 0.3 where Pb = 0.004. Thus, a jammer which has power enough to
reduce SJR to only 20 dB must control the jamming bandwidth fairly stringently to damage
communications. If 8-ary communications are used, it can be seen that performance is not
as good as with binary communications. It can also be shown that as SNR improves, the
upper limit of v for Pb > 10-3 decreases, although there is only a modest effect on the
value of worst-case y.

When the jammer power is increased such that SJR = 10 dB, the curves for both M=2
and 8 flatten out considerably. More importantly, Pb > .001 for all y > .002.
If,however, the jammer does not know what the SJR is at the receiver, it is still in his
best interest to keep y at around 0.05.

When SJR - 0 dB, the jamming power is ample enough that maximum damage is done when
the power is spread over the full band, although as for SJR - 10 dB, any y >.002
achieves Pb > 10-3.

Figure 6 shows the effects of tone jamming for M=2 and 8 when the tones are randomly
distributed and more than one tone may fall in a channel M bins wide (Fig.4c). Here the
same type of behaviour is noted as for PBN jamming. For high SJR, the optimum y for the
jammer is close to 0. As SJR decreases (jamming power increases), the peak moves up and
to the right, and broadens at the same time. For SJR below ahout 13.5 dB for the binary
case, and 16.0 dB for the 8-ary case, Pb > .001 for all values of y. Again, if the
jammer does not know the SJR, he should keep below 0.1 to increases his chances of at
least causing Pb to be > .001. Just as for PBN jamming, the 8-ary system does not
perform as well as the binary, although it should be kept in mind that each 8-ary symbol
successfully received (in one hop) conveys three times as many bits of information.
Later we will see that it can be useful to increase M to counteract the loss in data rate
due to diversity (L > 1).

Figure 7 shows the effect of MT jamming when the jammer is careful to place at
most one tone per M-bin channel. Again, results for both M=2 and 8 are plotted.
Comparing the binary case with Fig. 6 wherein the jammer paid no regard to the number of
tones per channel, we see that the damage done is always greater for B < .5, but may not
be for larger 0. When M-8, the jammer generally requires less power to achieve its
goal. Most significantly, the peaks for optimum B broaden, so that the jammer need not
control the fraction of the channels jammed as closely. He must, of course, be aware
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that 8-ary communications is in fact taking place, which may not be easy to detect.

It is of considerable interest as to whether PBN or MT jamming causes more
degradation in performance. We consider only the worst-case MT jamming (Fig. 7). In the
absence of system noise, it can be shown [1] that

SJRMT - (M/2ck)SJRpBN (14)

which gives the SJR required to achieve equal worst-case Pb, denoted Pbwc. Here, c
is a constant dependent upon M and is derived in [2]. Thus, to achieve equal
performance, SJRNT must be larger that SJRPBN by the factor M/2ck which is given, in
dB, in Table 1. The extra power requirement goes from a bothersome 4.3 dB at binary to a
decidedly unpleasant 12.6 dB at 32-ary. There are two obvious reasons for the disparity
in performance. First, worst-case MT jamming uses a jamming tone whose amplitude equals
the signal in any jammed hop, whereas PBN jamming has an amplitude that can be less that
the signal, thereby usually not causing any error; or can be greater, thereby wasting
Jamming power. Second, only one bin out of M is jammed by MT jamming whereas the PBN
power is distributed across all M bins. This unbalancing effect makes the effect of MT
jamming worse as M increases. However, if system noise is assumed to be present, as is
usually the case, it is demonstrated in [1] that the power advantage the jammer has using
MT instead of PBN jamming is significantly reduced.

TABLE 1

Values of SJRMT~dB - SJRPBNIdB to Obtain Equal Pb for Worst-Case
Operation in the Absence of System Noise

M 10 log (M/2ck)

2 4.3 dB

4 6.3 dB

8 8.3 dB

16 10.5 dB

32 12.6 dR

4. PERFORMANCE IMPROVEMENT BY DIVERSITY COMBINING AND EC CODING

As discussed in Section 3, the FH processing gain PGfh given by (1) can be
degraded considerably by a jammer's use of choosing a worst-case y. The values of Pb
in the examples calculated were in general unacceptable. The anti-jam performance of a
FH system can be significantly improved by the use of time redundancy at the sacrifice of
data rate. The redundancy "gain" (see (2)) can be used not only to retrieve the part of
PGfh lost to jammer strategy but to give performance improvement beyond that of FH
alone. This performance enhancement is particularly important in the presence of very
strong jamming.

Two forms of redundancy are considered here, namely EC coding and diversity
combining. It can be argued that diversity combining is merely a simple form of EC
coding. Nonetheless, it will be seen to be useful to distinguish the two and to use both
in concatenation. Generally speaking, a diversity combiner can yield performance gains
with lower values of input probability of symbol error Ps? than can EC coding. Also,
a diversity combiner can easily be changed to higher levels of diversity, L, as a system
becomes more stressed whereas it is difficult to change the code or code rate, r.
However, EC coding tends to be much more efficient with respect to preserving data rate.
Therefore, a good combination for the receiver end is shown in Fig. 3. wherein following
the demodulator there is a diversity combiner, which can handle a variable diversity, and
can bring the error performance up to the level that the EC decoder can handle
adequately. The subsequent EC coder would be at a fixed rate. In unjammed or lightly
jammed operation, the diversity would likely be set to L-1 for maximum throughput but the
EC coding would likely be left in place. The application usually considered in the
literature for EC coding is for worst-case y (peak of the curves in Figs. 5 to 7) but
light jamming, eg. SJR>10 dB.

Reference is sometimes made in the literature to use of "side information" to
determine which hops are jammed during PBN or MT jamming. This information is then used
to improve the error-correction process by discounting those jammed hops. Impressive
performance enhancement appears to be achieved. However, we believe that such a
technique is not recommended for practical systems for several reasons. Firstly, the
detection of which hops are jammed is unreliable since a sophisticated jammer does not
use excessive power In any particular hop channel. Secondly, the detection of such side
information can add to the system's complexity. Most importantly, these techniques are
prone to attack by a revised jammer strategy with the risk of worse communications
performance than if side information had not been used.
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Diversity combining at the receiver can be implemented in a number of ways. The
usual form seen in this literature is to follow each of the M matched filters in Fig. 3
with a nonlinearity and a summer that adds L values. After this addition, the one bin
out of M with the largest value is declared to be the received symbol. If the
nonlinearity is merely an envelope detector such as the square law used in [5], then the
diversity combining has a serious weakness against an intelligent jammer. The jammer
could use few relatively large jamming tones so that even one "hit" in L hops could make
the decision go in favour of the jammed bin. In order to avoid this problem of giving
undue weight to a jammed hop, a variety of other nonlinearities have bepn looked at.
Some of the many nonlinearities are considered in [6]. They usually involve some form of
limiting or AGC based upon total power in the M bins in each hop. The ones involving a
form of AGC introduce some complexity. An approach that appears to perform well at the
expense of complexity [7), generates a "quality" bit based upon whether the ratio of the
two largest bins in a hop exceeds a threshold. A very simple form of nonlinearity is to
make a hard decision (choose I of M) on each hop and then declare the received signal to
be the one with the most "hits" in L hops (majority vote). In the event of a tie, either
one is arbitrarily chosen. The hard-decision-majority-vote approach protects against the
large-tone jamming problems, is very simple to implement, and for L>2 probably performs
nearly as well as the more complex methods.

The hard-decision-majority-vote diversity combining method is discussed in [1] and

is the one used for illustration in Fig. 3. The output of the initial decision has a
symbol error prohability of PsD which is calculated from the methods discussed
earlier. The output symbol error Psv is found by considering the combinations of
events that can occur and calculating the probability of all those events that result in
an error. Ties are handled by making an arbitrary decision between the tied symbols.
Methods of calculating Psv as a function of PsD, M and L are discussed in [1] and
found to have a general form of

L
Psv = a Li Ps1 (1 - PsD) L ' i  (15)

where [L/2] denotes "next integer above L/2". Selected values of aMLi are given in
Table 2 and are given in [1] for L from 1 to 9 and M from 2 to 16.

TABLE 2

Coefficients aMLi for various values of L, i and M.

L i M=2 M=4 M=8 M=16

3 2 3 2.33 2.14 2.07
3 1 1 1 1

6 3 10 1.11 0.204 0.044
4 15 10.6 5.55 2.80
5 6 6 5.85 5.53
6 1 1 1 1

9 5 126 9.33 0.840 .090
6 84 50.6 13.6 3.36
7 36 36 28.64 18.36
8 9 9 9 8.90
9 1 1 1 1

We now give specific examples of performance enhancement possible through diversity
combining. As discussed in Section 2, it is assumed that the hop rate Rh is constant
and that the communicator, in the face of an inadequate SJR = Eh/Jo, varies M and L
at the sacrifice of Rb.

In the first example, the SJR = 15 d8 curve from Fig. 7 for binary NCSFK in
worst-case MT jamming had diversities L-3, 6 and 9 applied to it and the resulting curves
are shown in Fig. 8. They were calculated from Pb of Fig. 7 by applying the
appropriate polynomials derivd from [15] and Table 2. A modest value of 3 for L brings
the plak Pb to within the 10- objective, and at L=9 the peak is impressively low 2.2
x 10- . The data rates are Rb - Rh/L. Furthermore, the peaks are made sharper as
L increases. This increased sensitivity to the value of 8 makes the jammer's work more
difficult.

In the second example, the above calculations were repeated for 8-ary NCFSK for the
SJR - 15 dB curve of Fig. 7. The results are shown in Fig. 9. The data rates Rb are
3Rh/L. For this example, the improvement due to diversity is not as dramatic as for
the binary example because the performance for no diversity (L=1) is so poor. L must be
at least 6 to decrease Pb below the 10 - 3 objective for all S, but Rb now equals
Rh/2, an improvement over the binary case considered above. Thus, increasing M can at
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least partially compensate for the decrease in symbol rate.

The application of EC coding to fast FH has been considered in the literature. A
useful summary of results is presented in [5] where the "coding gain" of a variety of EC
codes is determined. The reader is cautioned that they use a fixed Rb and floating
Rh. Rather impressive coding gains (20 to 30 dB) are reported but are perhaps
misleading because of the method of determining coding gain. To explain this statement
consider the Pb vs B curves of Fig. 7 for binary signals and suppose SJR = 15 dB and
is the worst-case value so that - 1.8 x 10 -2. Such an error rate can be corrected
to 10- 5 or better by even simple FC codes. To calculate coding gain, one then must
determine the increase in SJR required to achieve 10- 5 . In [5] it is assumed that as SJR
is increased, the Jammer varies 0 to its new worst-case value so that an SJR of 45.7 dB
is required for Pb=10-5 . The corresponding coding gain is said to be 20.7 dB. This
approach is misleading for two reasons. Firstly, at SJR = 45.7 dB the peak is very sharp
so that if the Jammer does not choose a very precisely the value of Pb falls
dramatically. Secondly, in [5] a region of input Pb is chosen that is easily
correctable by EC coding. Had the authors looked at the region nearer SJR = 0 dB where
the Pb vs B curves are flatter and Pb is larger, the EC coding would not give
anywhere near the impressive gains and in fact could break down and perform worse than no
coding. In short, it is best not to attempt to define a coding gain at all; it probably
arises because of the affection that communications engineers have for "gain" in dB.
Instead, what is important are the initial and final values of Pb-

In summary, one should use diversity to whatever level is necessary to bring Pb to
10-1 to 10 "2. Then the EC coding can be used to bring Pb down to the desired level
(10- 5 in our example).

5. ADAPTIVE DIVERSITY

From the foregoing, it is clear that one may adaptively increase the values of L and
M as the threatened or existing jamming is increased. An increase in L will
significantly increase the anti-jamming margin, as illustrated in Figs. 8 and 9, and an
increase in M can offset at least some of the decrease in data rate.

It is emphasized once more that, for practical reasons discussed earlier, the hop
rate should be held constant. In addition, there is another reason why the hop rate
should not he changed adaptively. It can be assumed that the enemy's EW capabilities
allow it to monitor the hop rate. A change in hop rate would tell the enemy that the
jamming strategy is having some effect. It is better for the communicator not to give
such feedback. By contrast, changes in L and M are not detectable by an interceptor.

In an adaptive system, the actual received SJR must be determined so that the
required value of L and M can be selected. Usually, L and M will have relatively few
selectable values so that SJR need only be known approximately. Thus, the technique used
at the receiver to determine average SJR can likely be quite simple such as tapping off
the samples in the decision device of Fig. 3 and performing averaging in each frequency
bin over many hops followed by a calculation estimating SJR. This estimate then
determines the values of L and M required. The more difficult part of the adaptive
process is the need to inform the transmitter that a change in L and M is needed and to
perform the ensuing system changeover. Care is needed in avoiding the introduction of
points of attack by jammers on the adaptive system itself. For example, if the adaptive
system reacts too rast, the Jammer that turns on and off could conceivably cause the
system to be reconfiguring continuously and never communicating. One approach for
critical missions would merely be to set L and M to the largest values necessary to
overcome the estirated jamming threat with recognition that information throughput is
suboptimal.

6. NITIGATING THE EFFECTS OF MULTIPATH

The performance of frequency-hopping systems can be degraded by multipath
propagation. In a VHF combat-net radio system, for example, multipath may be caused by
reflection off large objects such as buildings, hills, or aircraft. We show here how it
is possible to analyze the effects of multipath by methods similar to those used for MT
Jamming.

We will use the commonly employed two-component model of multipath. The larger of
the two components is sometimes denoted the "direct" one and the smaller the
"reflected*. A reflection coefficient is defined as

p , jArl/lAtd, 0p"l (16)

where Ar and Ad are the complex-valued amplitudes of the reflected and direct
components, respectively. Tiie phase difference between the two components i, a iniforrly
distributed random variable. Although in the following discussion only two components
are considered, the results are easily extended to more than two.

During one hop period, the reflected component is at the same frequency as the
direct component but at random phase and offset in time. It acts as a tone Interferer.
The overlap region, shown in crosshatching in Fig. 10, has a duration gTh where g is
the overlap coefficient. It is defined such that for no overlap (and therefore no
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interference) g=0, for complete overlap g=1, and for partial overlap it is proportional
to the magnitude of the overlap; therefore 0<g<l.

The effect of the interfering reflected tone can be seen better in the Fourier
transform domain. Recall that a Fourier transform followed by envelope detection and
sampling at the tone frequencies is mathematically equivalent to the matched-filter
operation. A typical result for a binary signal with minimum orthogonal spacing is shown
in Fig. 11 where the solid curve represents the direct component and the dashed curve
represents the reflected component. The spectrum of the reflected components is spread
because only gTh of the input tone is processed. This spreading causes "leakage" into
the adjicent bin. System noise is not shown. The reflected component interferes in two
ways. In the signal bin itself there is an interfering tone of amplitude pg and random
phase, relative to the direct component. In the other frequency bin, the leakage results
in another interfering tone whose amplitude is (p/t) sin wg relative to the normalized
direct signals. This amplitude is 0 at g=1 because there is no leakage, is 0 at g=O
because there is no reflected signal in the hop period, and is a maximum of p/w at g =
0.5.

In the absence of system noise, these interfering tones would cause a bit error only
when the interference In the signal bin is of such an amplitude and phase to reduce the
combined direct plus reflected signal to below the leakage level in the adjacent bin. In
the presence of system noise, the analysis techniques provided in Section 2 are useful.
One merely specifies the SNR, and the amplitudes of the two interfering tones. For
values of M beyond 2, the analysis is slightly more complicated because the leakage tones
appear in M-1 bins and their amplitudes depend upon the location of the signal bin within
the channel.

A specific example was calculated for binary signals and is shown in Fig. 12 where

Pb is plotted against the overlap, g, for the worst-case reflection coefficient, p=1.
It is assumed that SNR = 13.35 dB, and there is no jamming. When there is. no overlap (g
- 0), P0 is determined only by the system noise and is 10- 5 . As the amount of
overlap increases, Pb rises sharply to a peak of 0.056 at an overlap of 0.7, and then
settles down to 0.042 at full overlap. Thus, for SNR = 13.35 dB, the worst-case
performance is 0.056 and occurs at p = 1, and g = 0.7. EC coding and diversity can be
selected to correct this value of Pb down to the desired one. For other values of p,
the value of Pb falls between the p=O and p=1 curves of Fig. 12.

A general conclusion can be drawn from the calculated binary example. Since the
worst value of Pb ever encountered for SNR = 13.35 dB and binary signalling is 0.056,
and this worst value will be rarely obtained, then the EC coding or diversity used for AJ
purposes would be more than adequate to compensate for the multipath degradation. Thus,
fast FH systems with EC coding or diversity are robust against multipath effects. A
similar conclusion can likely be drawn for values of M beyond 2.

7. CONCLUSION

A fast FH system with constant hop rate can provide processing gain of the order of
WT/Rh against full-band jammers. However, for light jamming, say SNR > 15 dB, much
of this gain can be lost if the jammer takes an appropriate PBN or MT approach.
Fortunately, such degradation in performance can be corrected by EC coding techniques.

For heavy jamming, say SJR < 0 dB, the jammer will spread its power across the band
(y- 1) since this value of y causes the highest Pb and this value of Pb is so large
that most EC codes will not be able to Improve the error rate significantly or might even
degrade it. Fortunately, not all Is lost. At the sacrifice of data rate, the diversity,
L, can be increased indefinitely and almost any value of input Pb can be corrected to
the desired levels. Although the processing has no theoretical limits, other practical
factors begin to limit the minimum value of SJR that can be handled. Some examples of
these factors are the ability to synchronize, mixer break-through for ground-based
point-to-point radio, and receiver saturation for satellite communications.

In short, fast FH in combination with EC coding and diversity can provide
considerable protection against a powerful and intelligent jammer.
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binary channel. The
transmitted signal is in bin 1 0 i I I

but spreading of the reflected 0 0. 0.2 0.3 0.4 0.5 0.6sI 0 .6 0. .0t

signal causes power leakage OVERLAP g

into the adjacent 
bin.

Fig. 12. Pb vs overlap g for SNR = 13.35
dB, no jamming, and binary
signals.
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Abstract

A critical problem in Push-to-Talk Frequency-Hopped Spread-Spectrum systems is its

vulnerability to eavesdropping during the necessary preamble, or to possible reprodiction

by a would-be interferer 131.
A new Acquisition method has been envisioned, and is presented, to reduce this weakness,

permitting the receiver to work in lower Signal-to-Noise Ratio than the usually refered 4!,1 101,
with minimum complexity, and, even, to acquire faster than in any known system.

The essence of the new method is the use of Sliding-Window Integration non-Coherent
Detectors and a Decision Rate much higher than the Hopping one, and coincident with the
Window-Relocation Rate 181.

The Inherent- litter effects in the new Method are described, and results presenttd for
an Optimal j omniscient ) system, after "Jitter-Bypassing". A Jitter-Fighting scheme is,
then, proposed and its performance and adequacy analised.

INTRODUCTION

Spread Spectrum ( SS ) techniques are, more and more, a valuable option in tle ('onununication

Systems field ( see the recent FCC regulations on1 Spread Spectrui Comlntiuication.i ).

This popularity is not entirely due, either to the immunity from interfereuce it provides, or to the
protection against eavesdropping, but, mainly, in the civilian environment, to the flexibility of usage of

the already over-poluted Radio Frequencies Spectrum : transmission below nois e level and multiple usage
of the communication channel without prohibitiv interferences.

Let us just remember that, already in 1959, J. P. COSTAS lj asserted ".. for congested-band

operation, broad-band systems appear to offer a more orderly approach to the problenm, and a potentially

higher average traffic volume thani narrow-band systems.".

Frequency-Hopped (FH) SS Systemuu. ire particularly vuhie.rabhl, to janiing (uring tle ('oh'e Acqui-

Sitioii stage, specially when comim ini ,a oni is brsty .Lid ilk( h ,'. 1 ialitloili p.t ids of sllt'lct.

The resuflting ine ijin itaiul lu 'eween tiansilliutter .iil ihilut oleld receiver ( aded toiSL.ui1,u 1ii-
certainty In mobile radi m n it.s ) iliplie¢z the tieceszity of code sylichroiizafion f(,r #every iigle arrivilig

message, indepeitllty of previous tiiismissiioiis 141

*This contribution was made p,.ssibte thr'tigh :L grant (r,,ii thv -liuo-Amtieric sin Fourldatioli for l)Devel-
opment" coinplenented by an INVOTAN ( NATO 'Sclenc, f,,r Sitabiluty' 1Jr,_grrLl ) gr;int
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Synchronization Preambles are one of tile most effective Acquisition techniques [31 : it is, by far, the
least critical, easiest to implement, least complex, and best for all around use.

Nevertheless, a critical problem in Push-to-Talk systems is their vulnerability during the necessary
preamble. Therefore, Acquisition must be a rapid one, in order to minimi;e successful interference
probability, i.e. to maximize the Probability of Overall Detection, P '.

The typical approach is to employ a Synchrouizatiou ( no data ) Preamble to he repeated a sufficient
number of times ( only sufficient ) to ensure Acquisition, with an acceptably high probability, within
some specified stopping time limit T, i5l, which can never exceed is ( usually between 0.1 and 0.5s ).

A new Acquisition Method has been envisioned, and is presented, to reduce this weakness of the
Push-to-Talk system, permitting the receiver to work in lower SNRs than the usually refered, with
minimum complexity, and, even more, to acquire at least one order of magnitude faster than in any
known system j6j.

The essence of the new Method is the use of one Hop time, TH, Sliding-Window Integration non-
Coherent Detectors, and a Decisiol Rate much higher than the Hopping one, and coincident with the
Window-Relocation Rate !1.

During the study of the Acquisition system a problem arose : the existence of an Inherent-Jitter,
due to tile low SNRs, which could degrade perforianct, appropriate measures not being take,.

The Inherent-Jttter characterization enabled a first Jitter-bypassing approach, which led to the
Optimal Results presented in Section 1.3.2, for an Omniscient System. The real ( average ) per-
forniance of a feasible system will be worst, but is, nevertheless, expected to outperform in celerity any
known system with the same P with minimum complexity.

A Jitter-Fighting scheme was, then, considered, and is presented. Interesting is its adequacy to the
Rapid Acquisition system under consideration (generically to any, even quick, Jitter-troubled system ),
once the Jitter characterized.

This paper is organized as follows. It the first Section, tile new Rapid Acquisition Method is presented
and the Inherent-Jttter analised. Optimal results are presented for an Omniscient system after "Jitter-
bypassing". The Inherent-Jitter degradation in feasible systems is shown.

In the following Section, a Jitter-Fighting scheme is proposed, and the performance enhancement
obtained is analised.

Finally, conclusions are drawn on the interest and praticability of the new Acquisition Method and
of the Jitter-Fighting scheme.

1 INHERENT-JITTER IN THE ACQUISITION PROCESS

1.1 BRIEF REVIEW OF CLASSICAL METHODS

The acquisition receiver is typically a Two-Dwell system, as defined in [21, discarding quickly most
of the incorrect cells. It employs a Matched-Filter (MF), intplententing the Passive Correlation,
consisting of M non-Coherent Detectors', each one producing a binary decision by comparison of the
Detector output to its Threshold ( all equal ). The individual decisions are accumulated and compared
to a second, Sunmmnation Threshold. Once the latter is exceeded the system enters tile Verification
Yode - Active Correlation : the local code starts hopping with the incoming one. Otherwise tile ntext
candidate code offset is examined j9g.

To verify Sync indications, tile Verification Mode performs A iidepetideiit tests, each associated with
a M4T. delay. If at least B out of A are positive, Synchronization is declared aind the Tracking Loop
is activated. Otherwise Passive Search is resuied. The cost of a First-Dwell False Alarm is, thierefore,
A Mn TS.erCods.

This systenli is specified ( optimiized ) by the choice of tile paralleters A., A anl I3, .111d by fle
determination of the two hiresholdls 1

POLYDOROS. WEBER preseited a belter aiid unified approach to Serial Search ('ole Auquisition. applied

to Direct Sequence ( DS SS systems. permitting a quicker Acquisitio.

'AM is a design parameter, a trade 4if between decision roli:thility and cst and c,-mplexity 11
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As expressed in 191, tile essence of Rapid Acquisition through Passive Correlation is an MT. Observa-
tion Time per decision, while the Decision Time, TD, is just a small fraction of the Chip Time, T -AT

(A = 2' ).

The results presented are conclusive : their method is, indeed, an important contribution, and tie
obtained performance is a goal ( yet ) to be achieved, specially in FH systems, where things are not that
"easy" to implement.

Another quite different approach, although more suitable for peruanent communication links, is the
Sequential Acquisition of the PN code 12;,'71. Here one tries to minimtize the Acquisition Time using a

special technique : -tt Sequential Detection. The objective is to set the .,cqltisition Time, with a very
high probability, within tile Preamble duration T.

The essence of Sequential Detection, which enables so quick an Acquisition, is that the Mean Time
to Dismiss an Incorrect Cell is smaller than in any other detector, once the Detector is designed so that
the output of tie post-detection integration, under False Sync conditions, decreases at an average rate
toward a Dismissal Threshold 1121.

One problem of this method is that, for a given Design Point SNR, if the Operating Point SNR
decreases to zero when Signal - .Vose is being evaluated, the Average Sample Number necessary to make
a decision increases significantly, at first, and, then, most of the decisions become incorrect
mostly missed detections occur '13'.11 1!.

The major problem, however, is its complexity, specially in a Rapid Acquisition environment.

1.2 THE NEW RAPID ACQUISITION METHOD

As it was already suggested, the problem with FH-SS systems is that. in order to accelerate the
decision process, one will have to work with lower post-Detection SNRs.

In order to overcome this difficulty, we will use Sliding-Window TH integration non-Coherent Detec-
tors, whose output will be analised at a much higher rate, TD- = .NTH -'(V = A- I), coincident
with the Window-Relocation one

t(2)

hr(t) V2C'-zAkt (2)

Figure 1: Sliding-Window non-Coherent Detector

where

* S - Signal Power at the receiver;

e wk - angular frequency of the K"' tone;

* Ok - random phase, uniformly distributed in (, 21i;

* n(t) - Aditiv White Gaussian Noist,

This will enable ims to have, with smch a Rapid l)ecision Rate, a post-l)etection SNR, -1p, even equal
to tile received SNR, y' = EH/N., ST N.., where

" EH - one hop Signal energy;

" N., - single-sided power spectral denisity of the AW(;N.
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.Noise,~ Sipasl- Nouse

-z
r, As a miatter of fact, the expression of the De-

-IN modulation Gain is

0 1-

0 T 2TM 31's 4TH

Figure 2: Demodulation Gain

where T.I is the Effective Integration Timie, and whose evolution Is reflectedI in the following Figure

7(I) -3 W'

- I From Fig. 2, it is obvious that decisions mnust
1-1- Tx

hR~t)~ ~ 2 be takeni with a variant ID with Signal Present
to -Tat and even with Noise Alone after a "correct" tone.

hft 1 ="*O Therefore, a careful data processing is needed to
I.& - T

achieve correct decisions.
Figure 3: Tei definition

Let us, now, enunciate the characteristics of the system we are going to describe. Our system will

be Two-Dwell, hybrid Passive( Matched-Filter )/Active( Verification Block ) Integration, Unanifious

Matched-Filter )/Majority( Verification Block ) Decision Logic 19!.

In order to permit the receiver to work in low SNR environments and to maximize the Probability

of Overall Detection, PD' during the Preamble, the new Acquisition System will consist of a special

Pre-Synchronizer Matched-Filter ( M Passive non-Cohierent Sliding-Window Detectors ) and a

Verification Block ( at least one Active ijon-Cohierent Detector anId associated Decision Logic )

All the following cons~iderations are iiade under

~IACII.L)IL~M BLNOCK the assumption that a Block of C Active Verifica-

W'(t)tion Detectors is available, C being such that no

I F.Q ~YIV I c1.: F1K-yJ Tentative Sync indication Is lost, once there will al-
I :Q ke(4 ;.NJrn *4s C4)IN IDENC ; iLO'. ways be onte idle Detector I M,.

Figure 4: Block Diagram of the Rapid Acqui-

sition Receiver

HAN OFSYNC INDICATIION

ACTIVEI LOGIC rR.4CKINC 1.0011
DElTECTORS: ACTIVATION'

Figure 5 'Iwo-Dwell Sstemx withI a B~ank of Actil Veritication Detect ors

Pertinent considerations on this optimal behaviour are drawn in .61j. For dhe 11om1ent, It Is enough to

say that C is an affordably smnall niumber of Detectors, oitce "wrong" Synac indications will have a very

low probability.
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1.2.1 PRE-SYNCHRONIZER MATCHED-FILTER

The Pre-Synchronizer Matched-Filter detects a short subsequence ( length M ) of frequencies
of the Preamble ( Recognition sub-Sequence, RS ) and can be designed to achieve a Probability of False
Recognition (PFR)MF and a Probability of Missed Recognition (Pfp)sf F almost as low as wanted.

This is achieved by setting the appropriate Thresholds for the Sliding-Window non-Coherent Detec-
tors, and the number M of Detectors of the Matched-Filter, therefore the length of the RS.

The Pre-Synchronization function of the Matched-Filter steuis froni the Sliding-Window Integration
over a period THt, window changing at a rate much higher than the Hopping one : Decision/Changing
Rate RD = NRHj, with, tipically, N = 2" >> 1, and Rft = TH- 1

In order to implement the Sliding-Window Integration. a very simple scheme can be used

Q I'r]' WkWk-.1

+Wk k-1

- TD t + T*D ' ~;.u7-I
Wk

TD0

Figure 6: Sliding-Window Integration; Tf1 imprecision

An imprecision up to T1 /2 results from this implementation. Therefore, the Demodulation Gain is
slightly degraded (once To :K T ).

r rituial

The output of the Sliding-Window non-Coherent

.x / erated ) Detector is processed in ,rder to detect the end of

( each frequency - Tone - of ) the Recognition sub-
*. 2s Sequence.

'.1'n ?T

Figure 7: GDOw Optimum and Worst cases ( exagerated

Once we want to work in low SNRs, the necessary signal processing is almost impressive, ,although
the always growing computational power makes it feasible, if not straight forward.

First of all, we must realize that the R samples at the output of the Sliding-Window non-Coherent
Detector have a Rayleigh ( Noise Alone ) or Rice ( Signal Present ) distribution.

Raylight

-C A . Rice (NR 02, 10dB)

.3 ,

/ , ' . , ,.2 - ,

6. 1. 2. 3. 4. i. G. 7. 3. 1. The cutrves above refer, obviously, to the samte

Figure 8: Rayleigh and Rice Distributionx Noise Single-Sided Puwer Spectral density.
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One sample is not enough to decide on Signal R TaRpped.Dcy bin
Pr..enc/Absence. So, we will begin by adding,TA
over a period THt, all R samples, as it is shown it
immediatly. TD

Figure 9: TH Accumulator

Let us study the behaviour of the system for a

.given tone sequence, including one "correct" tone : The respective Demodulation Gain is:

! i "' I J i

Figure 10: Tone Sequence to be analised

0I T61 2"1"1, 3T,, 4Tu 5;T11 67T1

Figure 11: Demodulation Gain for the chosen
Tone Sequence

The output of the Accumulator follows directly, with an "average behaviour" given by

= Q.- dOd

.,igna

ISO. - ""

156. -
209.

6. 1261. 2SfG. 384. 512. S4iB. 7661. 188. - . , , ir T i,- ---- ~
Sample 0. 128. 256. 384. Sl?. GSI. 768.

Figure 12: Accumulat or Output - " :3dB AIIInpIC
(128 samples/ TH ) Figure 13: Accumulator "average" B3ehaviour

The curves, obtained by 1024 runs of the chosen Tone Sequence, have to big ani iIIprecisionl to enahle
a good decision.

Further processing is necessary. We used Learnt Square Linear Regresion followed by Smoothing.

The result was : a.s expected.

Se.r
09

L "'

160.

ISO. 0

" 25.-'

log. 7 7T'

0. 128. 2-1. 384. 51. (140. S. O.

0128. 26. 383i. 512. 6Gi. 758.
1a,,,le/h Figure 15: cxpected "average" B eehviour of

Figure 14: I' t "Derivative"n- by 1034 the lS "Denvatve"

Once more, no "correct" decisions are to be expected.
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18. 3 0what was expected.

3 a

> ~ Z 300.

-S.7

150.

F. 12 6 . 2S6 . 388. 512 5 12 . 6 1 .:6a m l

Sample Figure 17: Expected "average" Behaviour of

Figure 16: 2 1 "Derivative" - -YH = 3dB the 2 ,d "Derivative"

Now, we have a :signal on which decisions can be takeni, 011ce a Threshold is defined. Threshold

setting was done through successive trials. i,8.

I-

i~pie

Figure 18: Sum~mation, ~Derivatives', Threshold and the Recognition Signal

The idea behind this scheme camne arose front s inilar systems working4 with very htigh SNRs. There,

the rapid Decision Rate was; atfordahie : the post- Detect ion SNR was high enough.

The next Fiqu~es presents; the results at all stages for -)j)~10B

SM~

D, )- D n -----... 384n DD -

Sle 4

558.

4i. lei. 112 1 . M

~ C 25.

Sai~pl, 4111441

~: '"Derivat ive". .)2' l)rvii.'

Figure 19: Iligh SNRI performnaict - 1) I0)(111
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The Block Diagram of the Tone Recognizer is, then

,.non-Coheren (n)

r(t) J ( )SdinLinear
I delay ,1 Window Smoothingt...~a I etco Regression

--- Detector TD TD -ab

DD(n LS D(n)
Di(n) "Smoothing Linear

1 0 Regression t

TD To

Figure 20: Tone Recognizer Block Diagram

In fact, the "slow" Hopping Rate enables the computation of the Linear Regressions. However, if
time constraints exist, the Linear Regression may be substituted by a less time consuming algorithnl,
just sufficiently accurate.

This new Sliding-Window method achieves tile Detection of each Toiie of the RS with a certain
delay, within a very little fraction of TH ( nTD, with n << ,N - Fig. 16 ). through the comparison of
DD(n) with the Recognition Threshold Inherent-Jitter. Let ,is j.st say that the distribution of the
Tone-Recognition Sample, .5TR, is, approximately gaussian.

The simultaneous consideration of M channel ( Tone Recognizer ) indications.

(L) - 1) 7', CHANNEL D(n) M ,()

witil lead to the recognition of the RS with a very
Iiigh precision, once the decision is unanimous : iII

.A ,rer to recognize the RS, all chatnels iii:t recog-
nize their respective Tone.

Figure 21: Matched-Filter Block Diagram

Sequence-Recognition is achieved, obviously, only when the latest Tone-Recognition occurs

The distribution of the Sequence-Recognition Sample, SSt, assuming a normalized gaussian distri-
bution of the Tone-Recognition Sample, follows, as a function of the number of Channels, M

- . s-

.4 M = 2,3,4,5

6.141

, 6.9 [ -l
I

@ .,sea ' .... I° u I.. . .* '.. I

Figure 22: Sequence-Recognition Sample .* .. i...i..i...i.. ... i..i ..

-2. -S. . i. 2 3 .

z
F igire 23 Sequerice- Recognition Siainiple )istri butioni

From the above Figure one call see that the Sequelice-Recognlitioii Sami ple will be ( coherently ) (lelayed

refering to the individual Tone-Recognition Samples, and will have a sinaller variance - an interesting

feature to be exploitedt in the following

Now that Sequence recognitin was arhtieved. the .vsr 'lll will etiter the V',rification Mode.
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1.2.2 VERIFICATION BLOCK

The Verification Block associated with the Active non-Coherent Detector performs the validation

of the Alarms triggered by the Matched-Filter through a pair of tests, represented by finite state Markov

chains with absorbing boundaries 1131, designed to achieve maximum Probability of Acquisition, PA,,
= P,.,,,,/ImH, and minimum Probability of False Alarm, PrA P,:,,,,ft 1 .,. The tests are performed at
the same high rate, RU.

~ ~ Ho Verification will consist in the ( eventual ) de-
Veto tection of coincidence between the incomming Tone

Sequence and the expected one ( W4+L,WAf+2,.-

h,,(I *O: Verification Test = Coincidence Test.

Figure 24: Verification Test

Sorie remarks are necessary. Verificationl nuilut he done quickly. Therefore. N and N,, number of

Samples to be processed in each test, must be a fraction of N ( NT D - Ti ), We chose N1 + X,, = N

and N, < N., whereby we expect to "get rid", quickly, of most False Recognitions, confirming in a longer

Test all positive indications.

Another aspect, closely related to tile Test Implementation,

is the treatment of the Indecision hypothesis : in the
PP pO P p OFirst Test it determines its repetition; in the Second

0l ED* -y-,e3 1 i will be considered a Positive (non-Negative)
4 it 1.U 1. n .. .' indication.

Figure 25: Validation Test State Transition Diagram

But the State Transition Diagrani, itself, considers an Indecision Probability : the reason steins from
the low SNRs one is expected to work with.

As a matter of fact, the individual decisions on the R Samples at the output of the Validation Active

Detector are based on a Likelyhood Test, a Ratio between Rice and Rayleigh probabilities
2r

D,(r) = exp - D I,, In) (4)

_ _Th is the minimum of the Sample values corre-
ct .. sponding to a probability of Signal Present bigger

-.......... than that of Noise Alone. But, for low SNRs

....... Pr(R > ThiH,} " Pr(R < ThI 1I} (5)

indeed an indesirable situation.

0.0 005 .0 . 5T 2. .o., 06 ,. ,.ST h " 2,

Figure 26: Ratio between Distributions - D I

Therefore, one must find another threshold, Th,,,, so that

Pr{R -, ThIllt} > Pr{R < Th,,,l,I1 (6)

defining an Indecision Range as shown
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Thn ThSo, refering back to the State Transition Dia-

gram, Fig. 25,

.4 :* p - probability of positive individual decision

(R > Th);

. .e n - probability of negative individual decision

R < rh,,,

.o ,'* i - probability of indecision ( Th,,,! < R <

r Th).
Figure 27: The Indecision Range

Let us precise the modus operandi of the Verificationi Mode. It wazs already said one will process the

R Sample, at the output of the Active Detector.

What is the situation at the end of tie RS ?

The Active Detector is already positioned ( waiting) at the wM tone, and, once Sequence-Detect ion
occurs with a delay refering to the end of the RS, the post-Detection SNR will be

.•, t'.. . I IsJA4 Wi

- *C* * e aCitled re Ilt tLtur

Figure 28: Frequency positioning of the Detectors ..

4//

0 0 S R ' 0 ' a m lSample

Figure 29: -,D evolution after the end of Recognition sub-Sequence

All individual decisions in the State Transition Diagram will have to be taken with a variant 1D',

therefore with variable/adjusting thresholds (Th, Th,,,f )'.

Our objective is to make all the decisions with the best YD' possible.

1.2.3 SERIAL SEARCH

The repetitive structure of the Synchronization Preamble is perfectly Auited for Straight Serial

Search of the Uncertainty Region 191.

The generic Circular State Transition Diagram of Straight Serial Sear 1 foll)o:'

where

* AQ - Acq,,isitio Stat.;

* FA- False Alarin 'State;

1:A . • - length of the Pieamble Code;

a li p r'iri proIbability of begin ing hite VUreani-
Figure 30: Straight Serial Search Circular State hie at the re,"' Tone-

Transition Diagram
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The False Alarm state, corresponding to a prohibitive Tracking Mode Activation ( from an Acquisition
tinie viewpoint ), was considered an absoirbing state in the State Transition Diagramt of the discrete timte
Markov process representing the Serial Search triggered by the Matched-Filter :")I.

Expliciting the Verification Test in the State Tran.sition Diagraiii, we obtain

Validaton Tes

IneeyVriiainTst fa necso cus tteedofteFrtValidation Testwihs
consequntly reeated, t yhpeita eo~cusa h n fteScn aiainTs.I

antecipatedtla~o T"etio 1.L .4)

But s t wille boresong tely th pcorbabilitytasoited ton idthiovnt is n)eggbecorn to all
othernve peroiities, ThforeIncon willr beLotifoecndrsnl the en"ste is aigificnanet" Statei

an~eciated Se-:on 1.alidi.t4o)

'rest PVtfolHi

Figure 32: Simplified State Transition Diagramt
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Allowing for a certain number of repetitions of tlhe Preamble sequence, whose length Lr is usually

much smaller than that of the coded sequence of frequencies used in normal transmition, L, one can obtain

a Probability of Overall Missing, Pu" = I - Ps", almost as low as whished, by adjusting the Preamble

sequence length P, tire Preamble duration Tr, the Decision/Analysis Time TD, and the precision of the

Linear Regression calculation, all of this in very low SNRs.

For a certain time limit, T.., the maximum number of repetitions is R ....... = T.,'(LrTH). We will

consider R,,,,,., as the number of complete repetitions of the Preamble, after a first run of tie RS.

The False Alarm Probability per H(, cell is

PFA., = PR P,' ,,IH , (7)

and the Detection Probability for one run of the H, region is

Pr,- = (1 - PAtn) P-,,,,fIHa (8)

The Probability of Overall Detection, P '", following [91, will be

P"I' = P( -rA .)L-+ + P,.,( - Pr.A.L -

0 I,,-i (9)

(I PA,,)(L - PrA.,.)L 1(1 - PI.,)(i - PFA.) -

I

fI

where

* 0 is the Detection Probability after the first incomplete run of the Preamble, which begins at the

th Tone;

* I is the Probability of Missed Detection in the first run;

* I the Detection Probability in the n'/ run of the Preamble.

The hypothesisz = 1is tle worst case: there are more chances of False Alarm ( F I I, = 0. z 1).

In the uniform distribution hypothesis all the values oft give their contribution ( 11, I 1,Lr .
1, , Lr ) !9.

Final expressions for P. "'w,, and for P ' are available in 6.

1.3 INHERENT-JITTER EFFECTS

1.3.1 JITTER CHARACTERIZATION

As it was already stated, Tone-Recognition is obtained with a certain delay refering to the end of

the Tone, and within a certain Sample range.

I? o_ (dB)l 1.5 2 2.5 3.5 4 4.5 5 6

Meana lo9 t08 102 )7 93 91 4874 ---8- 807 7472 0 G8 6st Dev.-- +--'-
St. D v. 24 22 20 IS 171i ;1: 12 '90~ 110- -7 76-

Table I: Tone-Recognition Sample Distribution

The following Figure shows explicit ly the characteristics of tlie Tout,-Recognit iol Sample [)istribulti Oum
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m.0

CL

E 1.A 
- no

V) 500. -In =0, 1,2,3

_3.

0. 1 2. 3. 4. 5. 6 7. 8. 5* 10.
IH

Figure 33: Tone-Recognition Sample Distribution Characteristics

The Mean of tie Distribution, S decreases with -,t, as expected:

0 STR

Threshold

~and the Stawlard Deviation follows closel.

"l~t/ As it is evident from the above Figure, the %Ieatt

Figure 34: Evolution of S Rr is a function of the Thresold.

One can not make the delay smaller without reducing the Threshold, consequently increasing the

number of False Recognitons.

It was empirically found that the Threshold should be

Threshold y(Notse Peak) -t 1.8 x a(Noise Peak) ,(10)

where. Notse Peak refers to the maximumi value of DD~n) during an, Hop tinte, for Noise Alone and for

1024 runs of the chosen Tone Sequence.

For this Threshold, the following False Tone -Recognitions and Missed Tone -Recognitions oc-
curred in 1024 runs.

-yu,(dB)- 0 0.5s , 1 1.5t2 t2.I i . 1  :  . )  o I s ) -o l
Missed Recog. [112 '67 40 ;7' :3 i . . 0 -F

False Recog. 4 :1 4645_ .._1 51 1 49 1 .53 1 48 1 45 , 5:',4 2 47T-4-7 7 5 3 1 4 3-

Table 2: False and Missed Tone- Recognitions

Missed Tone- Recognitions are determinant once unanimity is the rule, one Missed Recognitioni is
enough to miss the RS.

The Tone-Missing probability, Pr.%, .... is

!Pr_.,..{ lo-.) 100o 65 V ) _ 7 .: .

'rabic 3: Tone-Missing Probability

and may he extrapolated for greater vall.rs of -Iq as follows

II I II I I • m ll • l 4l = I I
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-1H(dB)* * 4 * 4 $ 4 ? S iq u

.40

-~.10

* ID

-%#A

-11 The consequent Sequence-Missing Probability
- Missed Recognition is

- 1 4 eP , .t , : - ( 1 - P T M I .4 A 
1  ( 8 )

Figure 35: Tone-Missing Probability ( extrap-

olation ) and, for M = 3, we obtain

-yH (dB) 0 .5 I .S 2 3 4 5 T5 7 9 10
PTuMi,(dB) -10 -12 -14 -22 -25 *-41 -55 -70 -85 -99 -113 -128 -142"*

PMI?(dB) -.5 -7 -9 -17 -21 *-36 -50 -65 -80 -94 -108 -123 -137*"l
* -- extrapolation .- *

Table 4: Missed Recognition Probability

Refering, now, to False Recognitions, due to the unanimity rule, they will only happen when all M
channels wrongly decide for Signal Present 2 .

After a somehow heuristical approach [61, one can situate tile False Recognition Probability

0.38 '- 10- < PFrI ", A 1 -" (12)

forM =3.

As one can see, M -- 3 ( mininitim comphxity ) led to very interest ing results, and no niore channels

ar, necessary.

1.3.2 OPTIMAL RESULTS BY JITTER-BYPASSING

Fig. 29 shows the evolution of -vD' after the end of the RS, and also our problem once S follows
the distribution of Fig. 23, how can one decide when to move to the i.xt Tone ( w +2 ), in order to
maintain the maximum ID' ?

-7
.1 I f

.44

• • -I .. . . .1 . .1

SampleFigure 36: Go,' for the Active Synchronous Detector ( Omniscient System

21n order to minimize the Probability of False Recognitirtn, 1pr., me hiould not use any Tone .4 the
Proamble in normal conimunications, not to make it easier a simultaie.is ( that way fav,,ured ) "nisitake".
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To find a solution, let us review the implementation of the Verification Mode.

The Validation Tests will he done with a variant -I', therefore with variant thresholds, (Th, Th,,,),.

So, using the worst case thresholds, (Th,Th.,t,,1 , corresponding to the event of Sequence-
Recognition 2 astp, in advance refering to the S..p, one can )e sure to take "all" individual decisions
with appropriate thresholds 3

Using this low thresholds, one must expect a somewhat higher False Confirmation probability,
P ,,,,i,, but, due to the small value of a,;I?, nothing excessive is foreseenable.

Once one is working with low "1H, the Validation Tests, Fig. 25, must not be symmetrical, in order to
enable a higher Correct Confirmation probability, P, .,." This gain goes with a similar, but acceptable,
one of P,:,,-II H,,

Symmetrical 5Nie5utca)'I1 .63 ----

0 .5"  Pv-to H,, O .9-

,.6-

* .7 6 e.7

* .6 -Q
"

* .4 6e.

6..0

6 .3 0.3 PVeto r ii
.2.2

6.1 10 x P21N,, 10 X LC,nfl,, 0.1 .H

. . 2 . . . . 6 . 7 . . . 1 . . . 2 . 3 . . . 6 . 7 . . . e .

,ge £dH SR 1d91

Asymmetrical SsR Noi~e Asymrnetrical 5SR SignalI .G 1 .6

.$Pi et. Ii, 6 .9 \,. .

o.S .-

6 .- 6.4

6.3 6.3- e .

o.2 H... lv ,t. i

0.2 10 X P, 1., l0 o1,_,e.

. 1 . 2. 3. 4. S. . 7 . . S . I. 4. 1. 2 . 3. . . . 7. . o. 0.
S9, (d ) S tale

Asynlmetrical Tests

Figure 37: Probabilities for SsR

The above Figure shows the obtained Validation probabilities assumlinlg a recognition coilncidenit with
the Mean of Sequence-Recognition Sample distribution, using the appropriate threshiolds, and not the

worst case ones.

Using, now, the threshohds suited for the Reference Sample, S, . ,' - -..,.. 2 '..p,, one obtains, for
the Mean Sample, S~,?, better probabilities:

:Refering back to Fg. 23, the Distribtit,. i :.ylnnetry isslires :L minmn,,m pr.,b:d iity fzr hiigher advances
than 2 et.!H
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Asymmetrical -1W S, .\ol.se .l.gmrecrical S SR, Signal
I . , I .e
4.,P e,; 1.0 " "

7)
.011 C.,ngif,

S.7 6.7-

6.6 6.6
. - 1A .

1.1-4
6.3

6.34
o.2 i .2 " eoH

6.2
.1 10 xPC.,,n,, o.- PVa,tH

.. 2. 3. 4. S. 6. 7. G. 9. lel . 4. 1. 2. 3. 4. S. 6. 7. 6. 9. 10.
6*45 Idg) 6*45 IdB)

Figure 38: Probabilities for SSR using (ThThin/)Sn.f

Although the thresholds refer to the Reference Sample, advanced Recognitions will lead to poorer
performances, but this will happen to only a few ones.

Asymmetrical SSR - aSR SReJ Noise .4.ymmetrical Vo-- - osR nR.! ginal

1.7 1.7

6.6-

4.1 6.4

6.3 - .3

6.2 6.2 - p e(.,IH'

10 x 6c-ff .1

0. 1. 2. 3. 4. S. 6. 7. 6. S. 10. S. 1. 2. 3. 4. S. 6. 7. 8. 9. 10.
SHR idol SHR IdOla) S. n - r , ia

Asy~fltnetrical SRef S84 Vi.I Asynirretrical She..! S .'qna
.6 - P e to_ _te . 0- P e o ri- I 1 1 -

4 .7 0.7

I .g 6 .66.9 - 0.6-
6..5

6.1 0.4

6.3 .3 P V e ol j,
6 .2 0.2

. '.-ConflHo 10 P 211,.. i 1 
,

6. 1. 2. 3. 1. S. 6. 7. A. 9. le. . 1. 2. 3. 4. S. G. 7. R. S. 10.

SHR Bdo SNR IdOl

b) S..p- 2 -- Sp, f

Figure 39: Probabilities for advanced Recognitions using (Th, 7h,f/),.,

Let ois note that Fig. .Y? can hIw oitsidered a good estim1|ate of the "arernye" Validatio 1, pr,Jhiittes
of the Coincidence Test, while Fig. .9.h) is a good estimate of the worst ,zst proabilittes.

Finally, we must rememnber that all this probabilities were obtained assuniulg an Omniscient System,

able to clan ge convenieitly its Tone. ini order to maximize "1D,
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The results for the Verification Block, obatined for a Push-to-Talk FH-SS system working at lKhop/s,
with N = 128 samples per hop, at -YH = 3 dB, and detecting a 3 frequencies Recognition sub-Sequence
( M = 3 }, were :

* P',,,tlI > 0.935;

*P':.,m IH, < 2 X 10-1;

with a First Validation Test with 5 and a Second one with 11 states, being N = P + 2 ( Asymmetrical

Tests ).

With the approximation already refered, the Verification does not take more than on Hop time
(Verification Time Tv < TH ).

The Pre-synchronization is established with a standard deviation a = 5.6 samples, i.e. n t- 6, for 16
and 48 points considered in the Least Square Linear Regressions computation, respectivelly ( n << N, as
wanted ).

For Te. = is and for a Preamble code length Lp = 128, and assuming uniform distribution of the
Preamble begining frequency !9I, P;' < 10-'.

1.3.3 PERFORMANCE DEGRADATION

What happens due to the inherent-Jitter "

The evolution of -ID' will suffer some degradation, leading to Validation tests using thresholds suited

for higher -yD' than the available ones

Advance Delay

7,,

r-- I/ F

I .2I

Stoo 150 0 50 too 150Sample Sample

Figure 40: Jitter-troubled -1d

The performance will be degraded, although, once one uses worst case thresholds, (Th, Th,,,1 )..,
things will not be severely affected.

Something else to he noticed is that, once a.SR decreases with -tH, the inherent degradation is negli-
gible for 1tH > 3dB.

The Advance hypothesis is the worst, once all individual decisions will be taken with smaller 1,D'
than the expected ones, while the Delay hypothesis will take decisions with bigger -YD', except for the
latest ones, the least important f13! in the final decision.
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Numerical results are expected in the near fu-
*~1 '~ ~ 4~~: ture to quantify the luzhereit-Jitter effects. Never-

iii titeless, a feas-ible systeii is expected to outperformi,

I ~ 'II'~ at least by onie order of mnagnitude, any known Ac-
q1 uisition Systent.

Referiig to the results of PUTNAM. RAPPAPORT.
X.S ibI 4 ?6 SCHIILLING, ;pvcially to (fie curves concerning a be-

nign environment 4, one can notice that, for 7Hg
I l~' 3dB, with M 20, P~;v 0.5, while our Optimal

~ SM.Result is Pf"' < O for M 35
4~~*IE

Figure 41: Performance of a Classical Method

2 A JITTER-FIGHTING SCHEME

2.1 DIVERSITY: TffE SOLUTJON

There is a way to overcomie the litherent-Jttter effects : diversity and additional signal process-
ing.

In the next Figure, T, is the delay associated to SSIp, and T,~ =- - T, .

Comrat~or Com1iII t/

non-Coherent R+ ,,T;o

1 W.asumd Bnk et ctivr DeeIr inteVrfcto -k
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Figure 43: Jitter-Fighting Effects

The wrong choice will lead to poorer results ( with Signal Present ), therefore to higher PV1..IH.

.o]"- .. "* 7%./- -::-:-- --- Eliminated Jitter

// " /* * * Inherent Jitter

_i- Wrong Choice Jitter

Figure 44: Wrong Choice Degradation

The Decision Device ( Counter/Comparator ) will have to decide whenever conflictual "opinions"

occur. Nevertheless, if one of the decisions is Posttv, some thought must be given to the low rn,
emphasizing Signal Presence probability.

As soon as a conclusion ( one of the absorving boundaries ), Positive or Negative, is reached, even

before the time limit, if the alternative Test is far from "decided", it is accepted ( the absolute difference

between the two Counters must exceed a certain value ). Otherwise, the time limit will settle the dispute,

even if the decisions become contraditory. In that case, evaluation will be done to both Tests, counting

all Positive ( + I ) and Negative ( - 1 ) individual decisions. Any difference will decide.

2.2 PERFORMANCE ENHANCEMENT

The perfornanace enhancenient ziade possible through this Jitter-Fighting scheme is obvious froii

Ftq. 44.

The expected results will approximate reasonably the Optimal Results here presenited, healin~g ,o a

quite interesting, although so.ftwdre intensive, system.

Once more, the first numierical results for this schetme are expected saoai.
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3 Conclusions

This new Acquisition Method for Push-to-Talk FH-SS system achieves a very high P " with 111in6n111111

hardware complexity ( low M ) and an affordable number of computations per Decision Time TD, lin low

SNRs ( 3 dB and even under - compare with 141 and 1101 ).

U~nlike in the systemt discribed in 121, the First-Dwell stage is a Matched- Filter like Lte one utsed lint
- Part 111, therefore permitting Rapid Acquisition through the Passive Correlation inipleinnienited. Thre

Second-Dwell stage is a double test on the output of an Active Lion-Cohierent Detector, once mnore making

a quick decision :each Sync alarm is verified in less than one Hop Time ( N, - N N ), outperforming.
again, the above refered systems.

Another advantage of this new method is the easier job for the Tracking Loop, once Acquisition is

achieved within a small fraction of Tyg.

The presented Optimal Results; refer to an ideal syste~m - Omniscient System - which knows Lte

exact tinting of the Recognition Sample, in spite of the varilance of tire Pre-Svnchrouization indication,
therefore adjusting itself in order to perform the Validation test~s With optilniumn thresholds, conIvenittly
chanrging the Tone.

A feasible version of this system will present a worst performance, although we consider it will be,
nevertheless, better, by a few orders of magnitude, than that of classical miethods.

A Jitter- Fighting schemne, involving additional computational power necessity, is presenited to enable
a feaslible system to achieve a performance as near thre )Ptllull as possib~le.
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SUIMARY

Being able to accurately determine the response of an electrical system which is excited by a high
altitude nuclear electromagnetic pulse (DP) requires a knowledge of the time history of the incident EMP
field strength, as well as its angle of incidence and polarization. A commonly used, unclassified.
description of this environment is provided by the "Bell Laboratory waveform". Recent studies have shown,
however, that this EMP waveform tends to over estimate the response of an above-ground transmission line hy
more than an order of magnitude. As a result, other unclassified high altitude EMP environments have been
developed.

This paper discusses the development of two alternate unclassified EMP environment descriptions: (ile
arising from a simple radiating dipole moment model, and the other resulting from curve-fittiig the
calculated fields from a computer code named ClAP. For both of these EMP models, tile electric field at two
earth observation points are compared. These fields are then coupled to an above-ground line mnd tile
resulting open-circuit voltage responses are compared. Using the CHAP EMP environment, a limited parsnet, ic
study of the peak positive and negative open-circuit line voltage Is then performed and surface plots of
these peak voltages are presented.

I. IIIAEMUIIJI(

In order to evaluate the effects of a radiated electromagnetic pulse (EMP) from a high altitude
nuclear burst on a ground-based system, it is first necessary to have an estimate of the Incident FMP
field. Frequently. a "worst case" EMP field is specified for use In a particular situation, and this
environment may not be developed from a consideration of the physics of tile EMP production. Such is the
case with the unclassified Bell Laboratory HEMP waveform [1]. which is viewed as a "bounding" waveform, and
Is commonly used for predicting system response to EMP.

The concept of performing a worst case analysis is often acceptable for designing a small, compact
system which is to be hardened against EMP. In such systems, which are typically military in nature nod in
which a failure cannot be tolerated, a worst case analysis leads to an inherent hardness margin In the
design. For performing an assessment of the effects of EMP on a system, however, the use of a worst case
environment is usually not appropriate, since it is desired to develop an accurate, quantitative measure of
the system response, not Just to make a statement that the system is hard.

In other Instances. the use of a single EMP environment may not be appropriate, as in the case of a
large. distributed power or communication system. In these cases, the incident EMP field may vary in
polarization, angle of incidence and wave shape over tle extended system. For accurate assessments of
these types of systems, it is often required to have a more realistic estimate of the EMP excitation of tile
system than that provided by the Bell Laboratory waveform. Such is the case in performing at assessment of
the effects of EMP on a commercial power system as described in [2].

For assessing an electrical power system, one EMP coupling problem which is useful to solve is the
DIP interaction with a semi-infinite, above-ground line. For this case, a response of Interest is the
open-circuit voltage at the end of the line and this may be used to infer the overall behavior of the power
system under IIEMP excitation (2]. For lines having dimensions typical of power transmission lines.
preliminary calculations have been performed using the Bell Laboratory waveform as an excitation, and peak
open-circuit voltages on the order of 15 to 17 MV were computed. This suggests that EMP might pose a
problem to equipment attached to the line.

These large line responses are not reasonable estimates, however, due to thie fact that tile Rell
Laboratory EMP waveform Ihs ni unrealistically long tail and this tenids to provide a line respontee which is
too large. This observation ultimately lend to the development of an alternate, unclassified IMP
environment in [2] for use in the DOE Power System EMP Assessment Program. ihis resulted In nn incident
field whose polarization, rise and fall times, and peak amplitude varied as n function of position under n
hip.h altitude burst, with a spatial variation being described by a simple radiating matgnetic dipole moment.
Many of tle typical line responses presented in [2] used this environment.

The difficulty with this alterimte EMP enviroiment Is that there is some uncertainty ns to thp
parametric values which enter into the model. In a recent report [3], Logmire took n different nrppronch
for obtaining a suitable unclassified description for the high altitude EMP fields. ihis Involved tile use
of the C3bAP code to compute the fields from a nominal, large yield burst at a height of 400 ks. nurd
resulted in plots of the electric field components at several different locations on tile earth. lhe-
results were then fit to analytic expressions and these may be used to predict the EMP environment at an
arbitrary point on the earth's surface.
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With these different EMP environments, a question arises as to how these EMP environments compare
with each other. In addition, it is important to understand how the corresponding line responses compare.
Furthermore. it is useful to understand how the positive and negative peak values of the HEMP-induced
voltage responses vary as a function of position and line orientation of the earth. These issues are
explored in this paper.

After this introduction, Section II provides a brief review of the EMP environments provided by the
dipole moment model and by the CHAP model. In Section III. a simple transmission line coupling model is
introduced for estimating the open-circuit response of an above-ground line subjected to these HEMP
environments, and several different line responses are illustrated. In Section IV, the CHAP environment is
used to perform a parametric study of variations in the peak positive and negative line voltages with line
location, line height and earth conductivity as parameters. As a useful result of this study, curves
showing the probability of occurrence of different voltage levels on above-ground lines is presented.
Finally, in Section V, a brief summary and conclusions are presented.

II. IEFINITIN OF THE HEMP ENVIRCIIES

The geometry of the problem under consideration here is illustrated in Figure 1. A high altitude
nuclear burst is detonated at an altitude hb over the earth's surface. This results in a

downward-propagating EIP which interacts with a transmission line located on the earth's surface at an
observation point as shown in Figure 2.

z

Burst
Point

R
hb

Ground ,
Zero /d Ee

"- Observation
r Point

Magnetic
North Pole

Figure 1. Geometry of the Problem.

Observation
Pon

/R

Limit of 
0,V R

Illuminated '-

Region X

Burst\Point

Eart

Figure 2. Earth Geometry as Seen From the Burst Point.
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The location of the observation point is defined by the angle 0c  which is the angle between the

earth's normal at the burst location and the position vector from the burst location to the observation
point. This angle is shown in Figure 1. and was referred to in (3] as the "CHAP angle". The other angle
which defines the observation location is the azimuthal angle 0 c  which is measured as being positive in

the clockwise direction from the magnetic north pole, as illustrated in Figure 2. which is a view of the
earth as seen looking down from the burst point. Given a fixed burst point, only a finite region of the
earth's surface is directly visible region. In this illuminated region, a fixed angle 0 defines a locusc

of possible observation points which is a circle intersecting the earth's surface, as shown in Figure 2.

At the observation point, it is possible to define a local elevation angle of incidence # with
respect to the earth tangent line which is given in terms of 0c as

=v - arcsin ein 1  
(2 Ir e ci

where re is the radius of the earth. The surface arc distance d from ground zero under the burst to

the observation point is given as

d = r a (2)e

where the interior angle a is

a = -- e - (3)

The distance from the burst point to the observer on the earth is denoted by R and is

R = Rt cos 0 1 +_ R 2 co ] (4)
Rt c0

where Rt = re + h .

As is described in [1). the incident EMP can be divided into vertically and horizontally polarized
components, as shown in Figures I and 2. As illustrated in Figure 1. the vertically polarized component
of the electric field is denoted as E0 and lies in the plane of incidence (i.e.. the plane formed by the

R vector and its projection in the ground plane. Figure 2 shows the direction of the horizontal component
of the incident electric field, E #

The reason for making the distinction between the field components in this manner is that it is
possible to use the Fresnel reflection coefficients for these field components to easily compute the
effects of the lossy earth on the total field above the ground. The total response of the line to the EMP
field can then be considered as the superposition of the responses of these two field components.

In reference [3], the incident EMP fields at 5 different angles of *c were plotted for several
different angles of 0 . This corresponds to observation locations #I through #15 as depicted in Figure

c

3. At each of these locations, it is possible to specify the local orientation of the transmission line
being excited by the incident EMP. This is equivalent to specifying the angle *' in Figure 4. For #' =

00 it is noted that the line responds only to the vertically polarized component of the field. For other
angles of #'. the response is a combination of the two polarizations. In this study, we will first consider

the two angles (" : 0 and 900) separately to illustrate the relative levels of responses from the two
fields.

A. Overview of the Magnetic Dipole Model for HEMP Fields

The model used in reference [2] for determining the spatial and temporal behavior of the EMP from a
high altitude burst is essentially that of a radiating magnetic dipole moment located at the burst point.
This is done in an attempt to account for the effects of the Compton electrons' motion in the earth's
magnetic field and the resulting electromagnetic radiation.

Using the geometry shown In Figure 1. a time-dependent magnetic dipole moment of strength re(t) is
assumed to be located at the burst point and is oriented in the direction of the local geomagnetic field.
For this dipole, the transient electric field at a point r - on the surface of the earth is given by the
vector relation

E(r,t)- o -4wr 82r _t) 
5
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where r is the unit vector from the burst point to the observation point. Note that this expression
vgalects near-field (or equivalently, late time) corrections to the field, neglects the extended nature of
the ENP source region. and assumes that the equivalent source dipole moment is located at the burst point
and not at the source deposition region which is located at a height of approximately 20 Ia.

Ground
Locations of Range d
Points of
Constant e

Figure 3. Location of Field Observation Points of Reference [2]

as Seen From the Burst Point.

To Burst Point

(Horizontal 0 ' (VePolrticalin ," .Polarization).

SIncidence .oEat /

E a rE 
a r t h

Figure 4. Local Line Geometry Showing Incident
EMP Field and Polarizations.

The vector cross product in equation (5) gives the spatial variation and polarization aspects of the
incident EMP. Figure 5 I plots the variations of the HEMP peak amplitude over the earth's surface as given

in reference [1). and is often referred to as the "smile" diagram. Figure 5b shows a sample surface plot of
the magnitude of the incident EMP field computed using equation (5).

The electric field in equation (5) can be expressed as

incAE (t) = E0 S(e [* [ + ah# I f(t) (6)

where *c and #c define the position of the observation point on the earth's surface. 6 and ; are

unit vectors defined in Figures 1 and 2. and S is the magnitude function of the field amplitude variation
which has been normalized to have a peak value of unity. The parameters av and ah are the fractions of

vertically and horizontally polarized vector field components and which are related by a2 + 2
v h
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TANGENT RADIUS
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a. Variations in high altitude EMP peak
electric field on ground surface from [l].
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b. Surface contour plot evaluated from (%xM)

Figure 5. Example of HEMP Intensity Variations Over the
Illuminated Region of the Earth's Surface.

The specification of the time history of the incident field in equation (6) is still unknown, since
the time history of me(t) in equation (5) is not specified. For the dipole moment model. it is assumed
that the incident electric field has temporal behavior which is represented by a double exponential
waveform. ThuS. the term c(t) is assumed to be given by

Figue Example (7)

where a and I are constants and r is chosen so that the peak value of f(t) is unity.

Specific utclassified values for the parameters a and e are given in (1] for the bounding Bell
waveform as

a = 4.0 x 106 (1/sec)

and

0 a 4.76 x I08 (1/sec)

For the present study, we desire a specification of a and 03 as a function of position below the
burst. Statements in [I] suggest that directly under the burst, the incident field has a rise time of
about 5 ns. and a fall time of about 20 ns. At the horizon, however, the field has a rise of 10 ns
and a fall of 200 no. From these statements it is possible to infer two sets of waveform parameters.
namely:
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At ground zero:

a = 3.46 x 1O7  (1/see)

= 4.40 x 108 (1/sec)

At the horizon:

a = 3.46 x 106 (1/e)

= 2.00 x 108 (1/sec)

For intermediate points, a linear interpolation between these points can be used to provide an
estimate of these waveform parameters.

The only remaining parameter to be chosen is the value of E which is the global maximum electric0
field. For this model. E°  is chosen so that the maximum field strength on the smile diagram is 50 KV/.

This completes the determination of the dipole moment model which is used in [2J for power system
assessments.

B. Overview of the CHAP Code Calculations for the HEMP Environment

In an attempt to produce a HEMP environment which is more representative of what would be expected
in an actual high altitude nuclear explosion, Longmire has used the CHAP code [4] to compute the transient
fields produced by a large-yield burst at 400 km over the central US. For his study, nominal unclassified
weapon output parameters were used. along with unclassified EMP theory and calculation methods. The
resulting calculations have been documented in reference [3]. and can serve In developing a more accurate
understanding as to the effects of HEMP on electrical power systems.

The HEMP environments computed in (31 consist of both the horizontally polarized (E*) component and

the vertically polarized component (Ee) as a function of time at the five observation positions

illustrated in Figure 3 which are defined by magnetic azimuthal angles of #c = 00. 45 . 90 . 135* , and

00
180 . For these calculations, a local geomagnetic field dip angle of 700 was assumed, and 6 different
polar observation angles 0 were used. corresponding to 6 different ground range distances for the

observation points. These ground distances varied from just under the burst point (i.e.. ground zero) to
the horizon point, which is the limit of the directly illuminated region.

In order to provide this HEMP environment for an arbitrary ground range and magnetic azimuthal angle.

#c I reference [3] developed analytic fits which are continuous functions of these variables. and these
curve-fit results were presented in the report along with the CHAP-computed results for comparison
purposes.

As may be seen from a comparison of the CHAP and the curve-fit results in [3]. there is a reasonably
good agreement between the two for early times, but the agreement deteriorates somewhat in late times.
This discrepancy. however, appears to be much worse than it really is. due to the fact that the results are
plotted on a log scale. As will be shown in the next section. the effects of these two different HEMP
environments when coupled to an above-ground power line, provide virtually identical responses.

C. Comparison of the Dipole Moment and CHAP HEMP Environments

In comparing the HEMP environments computed from the dipole moment model and the CHAP calculations.
observation location #3 with a ground range of 233.5 om was selected. This corresponds to angular

positions defined by 9c = 300 and *c = 90 . The dipole moment model was given the same geomagnetic
field dip angle as used in the CHAP calculations and plots of the various HEMP electric fields were made.

Figures 6a and 6b present overlays of the various fields for the vertical and horizontal components

of the HEMP environment. In Figure 6a. the values of E9  are negative with respect to the ; direction
defined in Figure 1. The solid curves represent the CHAP-computed data. and the dotted lines are the
curve-fit results, beth taken from reference [3]. As previously indicated, the early-time agreement
between these two environments is good. but with some apparent deviations occurring at late time. It is
important to point out that the solid curves were hand digitized from the plots presented in [3]. and this
ccounts for the "Jittery" nature of the curves.

The dashed lines in the figures represent the calculated results from the dipole moment model using
the Bell Laboratory information on the rise and fall times, and with the assumption of a global maximum of
50 k/e for the radiated field. As may be noted, the peak value is about 1.5 times larger than that of
the CHAP results, and the fall time is significantly longer. As will be seen in the next section, the area
under the incident HEMP waveform is important in determining the coupled response to power lines, and that
the dipole moment environment will provide a larger line response than would that of the CHAP environment.
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As another comparison of these different environments, observation point #3 was moved to near the

horizon where the ground range was 2201.0 ks. This corresponded to a "CHAP Theta angle" of 70.20 and an

azimuthal angle of #c = 900

10'

(Negative)
,Dipole Model

E6 (t)...(V/M) 
CHAP Curve-Fit

10' ., Results

CHAP

Computed
101 Results

10 1...
0.0 2.00E-8 4.00E-8 6.OOE-8 8.OOE-8 l.OOE-7

time (sec)
a. Vertically Polarized Field Component

10'

-- " .Dipole Model
10 1 ' - '- _ .

E0 (t) " - -,_ . .

(V/M)

10' /CHAP Curve-Fit
Results

CHAP
10' Computed

Results

10'

0.0 2.OOE-8 4.OE-8 B.OOE-8 8.OOE-8 1.00E-2
time (sec)

b. Horizontally Polarized Field Component

Figure 6. Plots of the Transient HEMP Fields at Point #3
(d = 233.5 kin, c . 90', % = 300).

Figures 7a and 7b show the vertical and horizontal components of the computed fields. As in the
previous case, the data in Figure 7a are negative. In this instance, the solid lines denote the OIAP
curve -fit environents. and the dashed lines are from the dipole moment mode. In this case, it is seen
that the initial CHAP results provide a larger peak value of the incident field than found for the dipole
moment mode. However. as time progresses, the CHAP results fall off rapidly and eventually become less
than the dipole results.
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Figure 7. Plots of the Transient HEMP Fields at Point $3 on
the Horizon (d=2201 km, Oc = 900, 8c = 70.2a).

III. owpLINC OF TE R VIROYMOS To An ABOVE-QXOMJD LINE

The determination of the HEMP-induced currents and voltages on above-ground lines has been discussed

by a number of investigators (5]. (6]. [7]. and [8]. In this section a simple transmission line model for

determining the line response is reviewed, end the responses of a particular line to the HEMP environments

in the previous section are illustrated.

A. Determination of the Line Response

The problem to be discussed here is illustrated in Figure 8. which depicts a conducting line of

radius a at a height h above a lossy earth, which has a conductivity of a and a relative dielectric

constant e .

The incident HEMP field induces currents on the line. and as a consequence of the spatial variation

of the line current, there are also charges on the line. At sufficiently low frequencies (or.

equivalently, at late times) it is possible to define a potential difference between the line and the

earth's surface, which is viewed as the return conductor for the line current. For EMP studies, the

voltage at the open end of the line is of particular importance, since at this point one might locate a

transformer or some other power system component which might be affected by the HEMP surges on the line.
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a. Semi-infinite line over lossy earth
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b. Transmission line model with distributed sources
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c. Per-unit-length, lumped parameter model of line

Figure 8. Semi-Infinite Line and Equivalent Models.

A frequently used model for computing the line response is that of a dispersive transmission line, as
indicated in Figure 8b. The propagation constant 7 on the line is generally a complex quantity and
accounts for the dispersive nature of wave propagation on the line.

The incident plus ground-reflected HEMP fields induce a distribution of excitation voltage sources
along the line which are equal to the tangential component of these electric fields on the line. At the
end on the line there is a lumped voltage source which arises from the vertical component of these fields
acting on the "riser" of the line.

A lumped parameter model for a differential section of the line can be developed as shown in Figure
8c. The per-unit-length inductance and capacitance elements have the values

L' P . arccosh (h/a) X (8)

and
2 re 2 rY

C, 0 0 (9)
arccosh (h/a) in (2h/a)

which are the corresponding values for the line over a perfectly conducting earth.

The effects of the lossy earth on the transmission line model is accounted for through the Z; and

Y; elements. As discussed by Vance [5]. these elements can be expressed approximately as

, z - Ho 
1
)(j, g2h) (10)

and

2

'7

where

g,, JWP.(Og+JIg) (12)
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(1) (1)

and H and H1  are cylindrical Hankel functions.

If the line itself were not considered to be perfectly conducting, an additional internal impedance
of the line could be added in the model. However, investigations have indicated that for realistic wire
conductivities. this effect Is unimportant, and consequently this is neglected here.

Using the above values for the line parameters, it is possible to define total per-unit-length
impedance and admittance values as

Z' a JwL' + Z (13)

and

Y' = jWC' Y / (Y' + jc') (14)

With these definitions, the frequency dependent line propagation constant and characteristic
impedance beces

(W) = [ (15)

and

Zc(u) = z'7/Y' (16)

The distributed voltage sources along the line are equal to the tangential component of the incident
electric field on the line. This field contains contributions from both the vertically and horizontally
polarized field components plus reflections of these fields from the earth. As described in [5]. the
distributed voltage source has the form

V(.) Ec(.) e-Fo cos# [s# ( I + Re ) + sinJ cos#'( 1 - 1 2ir* ] (17)

where -0 = w/c and is the free space propagation constant, and the angles -P and #' are defined in

Figure 4. In this equation the zero phase location is taken to be at z = 0 . implying that the incident
field arrives at this location at t = 0.

The terms Rv  and R h  are the Fresnel reflection coefficients for the vertically and horizontally

polarized field components respectively. These terms have the following representations:[2]

er( I + -- .L ) sin# - r( 1 ) - cos2P] 1/
r e aW 1/2 (18)R v  - 9 9 (19)

a r 2] 1/2

a (1 + -i-- ) sin#+ I + 1s - #r j a r 1r +W 9,ig g

and

sin# - [ I 1 a ) -Cos 2 1/

Rh= g (19)

sin*~ + [e(1+ j-- Cos #~l

The induced field source at the riser at the end of the line as shown in Figure 8b is related only to
the vertically polarized component of the field, since the horizontally polarized field never is tangential
to the riser. Assuming that the height of the line is electrically small, which is an approximation
consistent with the use of transmission line theory for this problem, this voltage source takes the form

V r = Einc(w) h sin ( I + R h ) e-oocos# cos#' (20)

for a riser located at an arbitrary point z 0 . For the riser at the end of the line. z is to be set to

zero.

With these excitation sources and line parameters defined, it is possible to use transmission line
theory to determine the open circuit voltage response at the end of the line. The solution takes the form

0
Vo(w) I V;(z) elz dz + Vr (21)

a 4
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Using the expression for the distributed line voltage sources in equation (17) and the riser voltage
in equation (20). the above expression can be evaluated as

V o(w) = E (inc ) ( co, ( 1 + R e -IT 0 ) + sinp cos*'( 1 - Re- o ) } 0cos'cOs#,)
-

+ Einc(w) h sin( 1 + Rh ) (22)

In this last expression, the bracketed term accounts for the excitation of the line by the
distributed sources along the line, and the last term accounts for the vertical riser excitation.

Equation (22) is a time harmonic expression and may be transformed into the time domain using a
numerical Fourier transform. The resulting time domain voltage, along with the corresponding input
impedance of the line. forms a Thevenin equivalent circuit which is useful in determining the behavior of
the line when connected to various equipment loads.

It is important to note that the expression for line response due to the distributed field excitation
terms in equation (22) involves a term in the denominator which varies approximately as Jo . In the
absence of the reflected field from the earth, this implies that the portion of the line voltage resulting
from this incident field component is proportional to the integral of the incident field. Although the
ground reflected field influences the total response, it is apparent that this component of the line
response will be more sensitive to the integral of the incident waveform than to the rate of rise.
Consequently. for incident HEMP waveforms which have a lingering late-time component, one can expect a
larger response than for an incident field which dies out rapidly.

The riser term, however, has a direct dependence on the incident field. Hence, the component of the
initial open circuit voltage on the line arising from this term will closely follow the initial time
dependence of the HEMP field, and will. therefore, have a rise time on the order of that of the incident
field.

B. Examples of Line Responses

As an example of line responses using the CHAP and dipole moment models, the semi-infinite line model
discussed above has been used to predict the open circuit line voltage. It is difficult to make an
absolute generalization regarding the differences between these two HEMP environments using such a limited
sampling, but nevertheless, the present study does give a preliminary indication of the expected trends in
the data.

Consider first a line located at point #3 at a range of 233.5 km, and at a height of 10 m above
the earth which has a conductivity of 0.01 mhos/m and a relative dielectric constant of 10 . Figure 9a
presents the open circuit voltage at the end of this line for the case of end-on incidence. Referring to

Figure 4. this implies that the angle of incidence is *, = 00. In this configuration, only the vertically
polarized field component will excite the line.

The first contribution to the line's open circuit voltage response arises from the interaction with

the incident field with the vertical riser. Since this field is a negative quantity (i.e.. in the -9
direction), this provides a positive pulse at the line end. Later. the effects of the distributed sources
begin to arrive at the line end, and the direction of the incident field is such that their effects have a
negative polarity and the sign of the induced line voltage is eventually reversed.

The solid curve represents the line response to the computed CHAP environment shown in Figure 6. The
dotted curve, which is virtually co-incident with the solid curve, is the response to the curve-fit CHAP
data. As previously discussed, the difference between the line responses for these two environments is
negligible.

The dashed curve represents the response of the line to the dipole moment environment. Clearly it is
larger than the CHAP results, primarily due to the differences in the late time tails of the HEMP
environments.

Figure 9b presents similar data for the line being struck in the broadside direction with *, - 90.
In this case. the horizontally polarized component of the incident field excites the horizontal line, and
the vertically polarized field excites the vertical riser. The overall behavior of the line response at
this line angle is very similar to that of Figure 9a.

The second line location corresponds to point #3 at the near-horizon, with the HEMP environments as

defined in Figure 7. For these coupling calculations, the elevation angle + was artificially set to 2
implying that the lines were actually moved slightly toward the burst point, but with the HEMP environments
being those computed at the horizon. This change in the angle of incidence was applied consistently to both
of the HEMP field environments and, thus, does not affect the relative comparison between the two results.

The data in Figures loa and lOb present the line voltage in these cases. Note that the time scales
in these figures are significantly longer than those in Figures 9a and 9b. Figure l0 presents the line

response for the end-on incidence case (#' = 00). Initially. there is a small positive-going spike in the
response on the order of that in Figure 9. but it is rapidly overwhelmed by the large negative pulse
arising from the horizontal field interaction with the line. In this figure, the time scale is such that
the small initial positive spike due to the riser interaction is not evident in the curves. The solid
curve represents the results using the (HAP curve-fit environment and the dashed curve is for the dipole
Mmt model. Because the previous results indicated that the computed CHAP results provided a line
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Note that although the CHAP curve-fit electric field data has a larger peak than does the dipole
model, the coupled line response is larger for the dipole model because of the lingering late-time dipole
moment HEKP environment.

The corresponding results for the line at the near-horizon location (point #3) and illuminated in the
broadside direction are shown in Figure lOb. Note that this response is significantly lower than that of
Figure 10a, and has only a positive peak. It is interesting that the negative line response in Figure lOa
is significantly larger than for the other cases. This is due to the so-called "bow-wave" effect in which
a large amplitude traveling wave is induced on the line for a grazing incident field [5]. For the

particular ground range chosen, the local angle of incidence on the line was + Z 20. In this case. the
line response is clearly larger than that for the other case, but this angle of incidence is not the one
which will maximize the open circuit voltage of the line. Local excursions of this angle would provide a
significantly larger line response, as will be evident in the next section..

IV. A PARANEIRIC STUDY OF LINE RESPONSE

As may be observed from the sample results of line responses presented in the previous section. the
functional behavior of V with variations in the line location on the earth's surface is not simple. ItOC

is not possible to examine equation (22) to determine how the response will vary with the angles + or 0'
. and the time histories of the various responses are impossible to determine without performing a detailed
calculation for each case.

As a result, a limited parametric study of the line responses was performed to illustrate their
behavior, and to provide an indication of the maximum and minimum open-circuit voltages which might ie
expected on the line. For this study, the analytic curve-fit data from the CHAP runs provided in [3] were
used to provide the HEMP environment at an arbitrary location on the earth's surface.

Considering first the line located at point #3 at a ground range of 233.5 km, (the same point as
for the results of Figure 9). Figure 11 presents the open circuit line voltage for 12 different values of

the local line orientation angle 0'. The responses for 0 = 0 and 900 correspond to those in Figure
9.

2.00E+5

1.20E+5 -2?0* 240*
210* .0

300
4.0EI4 33W

VOC (t)

(Volts)

-4.20QE+4

-l •2gE.5

30*0

90. 120"

-2.GGE*5
0.0 4.09E-8 S.ZOE-8 1.20E-2 1.50E-2 2.0OE-2

time (sec)

Figure 11. Variations of VOC(t) on a Semi-Infinite Line

at Point #3 at Ground Range - 233.5 km with
Line Orientation Angle, '.

As is evident in this figure, the overall open circu4t voltage response is by no means simple, and a
single double exponential representation of the response is not adequate. The early-time portion of the
waveform is positive for all values of V, . and as previously indicated, is due to the interaction of the
incident field with the vertical riser. Later. the interaction effects of the Incident field with the
horizontal portion of the conducting line contribute to the line response, and as seen from the figure.
these can contribute either a positive or negative effect, depending on the line orientation. Finally, at
a time about 57 ns after the incident field strikes the end of the line, the response is modified by a
reflected field from the earth.

The voltage response for lines near the horizon, where the incident field arrives with a near-grazing
angle, has a much larger range of values than found In the previous case. This is due to the "bow wave"
effect previously described. As an example of this. Figure 12 shows the open-circuit line voltages for the
line located at point *3 at a ground range of 2100 km. Just near the edge of the illuminated region. For

this range, the elevation angle is # = 0.930 . Figure 12a presents the transient response for the line

oriented with *, = 0 . and Figure 12b shows the same response for all of the 12 values of 0'. The

response for *' = 00 is about an order of magnitude larger than that for the other lines. Additional
calculations have indicated, however, that this large response occurs only over a limited range of the
angle *'.
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In an attempt to describe these waveforms, it is possible to tabulate or otherwise display thesalient features of the responses. One possible set of parameters is the maximum and minimum voltages in
the waveform. Another might be the times to these peak values.

In order to illustrate the behavior of the maximum and minimum line voltages, a parametric study wasperformed in which the illuminated region shown in Figure 3 was inscribed in a rectangular region 4400 kmon a side. Within this rectangle, there were 100 individual observation points uniformly distributed inthe area. At each point, a set of 36 separate line calculations were performed. corresponding to stepping
the line orientation angle 0" from 0* to 3600 in 100 increments.

For each angle *' the maximum and minimum line voltages were calculated, and these were then usedto determine the overall maximum and minimum values for each observation point. The resulting maximum andminimm voltage values have then been plotted as a surface on the calculational grid.

For this study, line heights of 10 and 20 meters have been used. and earth conductivities of .0.1 , 0.01 , and 0.001 mhos/meter were considered. In all of the calculations, the conductor radiuswas 2.8 cm, and the earth relative dielectric constant was 10 . Results from this study are presented inFigures 13 through 20, and Table I summarizes the cases considered, the respective parameters used, andreferences the figure In which the voltage plots are presented. Typical computation time for each case was
on the order of 22 hours on an IBN-PC.

TABLE I

Parameters Used for Line Calculations and
Corresponding Figure Numbers.

Earth Conductivity (Mho/N)

s 0.1 0.01 0.001

Line Height los 13 14 15 16
(N) 20 17 18 19 2D
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As an example of the results of this parametric study, consider the plots in Figure 13. The top
plot is that for the maximm positive values of the voltage responses, while the bottom plot is for the
aximm negative responses. Here the negative responses have been plotted in the positive direction for

convenience. In these plots, ground zero directly under the burst point is in the center of the grid, and
the direction to the mgnetic north pole in indicated by the arrow.

Because the rectangular calculational region extends outside the circular region of illumination,
there are small areas near the corners of the grid where the line voltage responses are identically zero.
Generally, in all of the plots, it is seen that the line response directly under the burst is smaller than
at points out away from the burst.

It is apparent that the response tends to peak for points near the horizon due to the bow wave effect
previously mentioned. This is especially evident in Figure 14 which shows the maximum and minimum voltage
values for a 10 meter high line with an earth conductivity of o = 0.1 mnhos/m. For this case, a large
positive peak is observed for lines on the western horizon, and a correspondingly large negative peak is
seen for lines on the easterly horizon. Ideally, it would be expected that these plots would be somewhat
smoother, but due to the limited samplings in the angle *" and on the earth grid, the response surfaces
have some slight slope discontinuities in them.

In looking at the results presented in Figures 13 through 20, it Is evident that there are several
important trends in the data. These are summarized below:

1. For a higher line, both the maxium and minimum line voltages are larger than those
computed for a lower line height.

2. For a perfectly conducting earth, the values of the maximum and minimum voltages
seem to be relatively insensitive to the magnetic azimuthal angle *c of the

observation point.

3. For a lossy earth, the peak positive open circuit voltage occurs for lines near the
western horizon, and the peak negative voltages are found for lines near the eastern
horizon.

4. For the case of a lossy earth and a specific line geometry, the largest line response
appears to occur for the largest earth conductivity.

5. The line response directly under the burst point is much smaller than at other points
away from the burst.

6. The surface plots of the positive and negative responses appear to be roughly mirror
images of each other when reflected through the North-South direction. That they are
not exact Iages can be attributed to the fact that only a limited number of *' angles
have been considered in the calculation.
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Figure 13. Surface Plot of Maximum Positive and Negative Voltages
Induced on a Semi-Infinite Line Located at h - 10 Meters
Over a Perfectly Conducting Earth.
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In examining the calculated waveforms in Figures 11 and 12. it is apparent that although there might
be an occasional large value for the open circuit voltages of the lines, on the average, the line responses
will be significantly smaller than the maximum positive and negative values plotted in Figures 13 through
20. Consequently, during the computations of the surface plots, a distribution of observed maximum and
minimum voltage levels was computed. These data involving the frequency of occurrence of individual
voltage levels have been used to construct the probability curves presented in Figure 21. These data show
the probability of the peak voltage on the line (either positive or negative) exceeding the voltage level
specified on the abscissa. Figure 21a presents the data for the line height of 10 meters and Figure 21b
is for the 20 meter line. Different curves are found for each of the four conductivities. In performvir
these calculations, the positive and negative voltages were found to have the same probability
distributions, consequently, only a single set of curves is presented here.

V. UtLWIMIIO

This paper has briefly examined two different ways of specifying the HEMP environment produced by a
high altitude nuclear explosion. The first, referred to as the dipole moment model, is derived from
considering the EMP source region to be a simple magnetic dipole moment aligned in the direction of tile
earth's magnetic field. and with certain specified constants being specified from the Bell Laboratory
Handbook.

The seccmad model arises from a detailed computation of the electromagnetic fields produced within the
source region using the CHAP code. and a subsequent propagation of these field" nut 's the observer on the
earth's surface.

In comparing the lIENP environments produced by these two models, it is found that the dipole moment
model generally has a longer fall time than does the CHAP mode. At times. the dipole moment model provides
an incident field with a higher amplitude that of the ClAP model, but this is not true for all cases.

In a limited investigation of the field-induced response of above-ground lines, it was found that the
dipole moment model tends to predict open-circuit voltages which are larger thmn those predicted by the
CHAP results. This observation is attributed to the fact that the dipole moment field has a longer tail
than does the CHAP environment, and this gives rise to a larger response.

Using the ClAP model, a parametric study of the variations of the maximum positive and negative penks
in the open-circuit voltage waveform on a line was carried out. The results of this study indicate that
rather large positive peaks in the voltage response can be expected for lines located near the western
horizon from ground zero. and correspondingly large negative responses are found on lines near the eastern
horizon.

However. the probability of occurrence of these maximum values is small. An Investigation into the
probability of finding various open-circuit voltage levels was made. and these data have been tabulated.
For a 10 meter high line, only about 10% of all possible lines will have an open circuit voltage level
exceeding i 300 KY. For a 20 meter high line, only about 10% of the lines will exceed i 500 KY.
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Summary

The interaction of electromagnetic waves with complex systems is still a puzzling phenomenon. This
paper presents an attempt how information about the sequence of interaction steps can be extracted from
the whole set of data which are recorded during an EMP test of a complex system. The basic idea is to
separate the interor'tion process in two or more steps, the external interaction, coupling through e.g. an
aperture, and the internal interaction. The internal interaction results in the all important pin currents-
/voltages which endanger the proper function of the system. In case of EMP the induced currents can reach
peak values of more than 100 A even on short cables in compact systems (helicopters, tanks etc.). The typ
of upset and damage which have been observed after illumination with EMP-like fields are reported. The basic
concept of the determination of the EMP-vulnerability is discussed, and explained by examples.

Introduction

EMP induced transients in complex systems are still impervious to quantitativ model calculations. All
the more it seems to be useful to analyse measured transients to bring some order in the sea of data which
are produced during EMP-tests.

The transients recorded during EMP-tests are usually scanned with respect to the information which is
important for the judgement upon EMP-vulnerability. The other information which is contained in the data is
ignored to a great extent. One of the reasons might be the lack of standardized evaluation methods. This
mainly concern the parameters which are related to the external and internal interaction problem.

The following considerations are a first step towards an empiric evaluation of large samples of tran-
sients. The method is demonstrated for a tank. The only reason for this choice is the fact, that for the tank
the available set of data is more complete than for other systems. The method as such should be applicable
to several classes of objects including helicopters and aircrafts. Moreover the tank has the advantage that the
electromagnetic topology is easier to survey. It has a well defined but not perfectly closed metallic case with
no long unprotected exterior cables penetrating the (conducting) envelope.

For an incident field the first interaction with the system occurs mainly at the surface of the system.
In principle this process is well understood by scattering theory. In practice it is impossible for most real
cases to solve the scattering problem analytically. The available numerical methods are very powerful tools
for solving special cases, but they mask the fundamental understanding of the problem. The induced transients
are always dependent on the properties of the testobject (scatterer) and on the properties of the field. It
would be highly desirable to develop easy applicable methods which allow the separation of both parts. The
principle how both parts contribute to the transient is described by the singularity expansion method (SEM)
which was introduced by Baum /1/ into EMP analyses. Combined with Prony's method /2/ or the method of
complex demodulation /2/ SEM has been applied with some success on transients induced by EMP-like fields.
The difficulties in using these methods however become severe when the characteristic quantities (e.g.
complex singularities) of the object under test are completely unknown. It is an objective of this paper to
show that a systematic examination of the whole set of data can yield such information. It is however
worthy to note that the information one can extract in this way is incomplete on principle. The number of
singularities which characterize a scatterer is usually infinite. What we observe are at best the main re-
sonances (dominant peaks). In particular the oscillations which correspond to singularities far away from the
imaginary axis are strongly damped and therefore almost unobservable. The corresponding peaks in the Fourier
spectra are broad and unresolved. They more or less build up a homogenious background.

The Interaction Scheme

Based on the assumption that our system has 'good' shields and no unprotected shield penetrating wires
it is plausible that the all important pin currents and voltages are not excited directly by the incident field
but step by step in an interaction sequence /3/. After the first interaction with the exterior envelope
(external interaction) the incident field is superimposed with the scattered field resulting in a total field
which penetrates through the aperture into the interior zone. The coupling through the aperture may or may
not show resonance character. (In our particular case we are probably below the first resonance of the
hatch). The penetrating field excites the cavity's natural modes.

There upon the cavity field couples to the sheaths of the internal cables. Finally the currents and charges on
the cable shield couple to interior lines of the cable which transmit the signal to the pins.

The sequence described here contains several steps. The quantities (field, current, charge) excited in a
certain step are always the driving force for the next scatterer or oscillator and so on. Using the transfer
function or operator notation /3/ a coupling path can be decomposed in the following way.
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(I) (VI) Zc b le . Zin t e rna l . Zha t c h . Ze x t e rna l ( inc, iAinc)

with

V, I pin voltage, current

Zindex transfer function of the individual interaction steps

-Einc, inc incident E and H field

Equ.(1) can be written in the form

(2) (v, I) = (-(z i) (ginc, qinc)

The product goes over all steps of the interaction sequence. J(-Z. can be considered as the global
transfer function over all steps. i

In case that more than one linear coupling path contributes equation (2) gets the more general from
(3) (V, 1) total ' D('-zid . inc, ilnc)

j i

j denotes the coupling path, the sum goes over all of them.

Supposed again this model is an appropriate description we have gained a very powerful tool. If we measure
the sequence step by step we can decide in what interaction step a new peak comes in. Peakes which are
common to all steps must consequently result from the first interaction step (external interaction in our
picture). Missing a peak in a certain step does not mean that the respective mode has not been excited. The
measured quantities (field, current and charge density) show a characteristic pattern in space. By accident it
may happen that the measurement was done in a node. (In general a complete mapping is impossible for
practical reasons)

Test conditions

A tank was placed in a transmission line typ EMP-simulator. The polarization of the test field is
vertical (Fig. 1 and 2). The pulse shape of the testfield is shown in Fig. 3, the corresponding Fourier trans-
form in Fig. 4. The field propagates in z-direction (note the coordinate system in Fig. 1). The principal
components are Ey for the E-field and Hx for the H-field.

The tank seems to meet the condition of 'good' shielding fairly well. The principle points of entry are
the hatch at the top and (may be) the cover of the engine. The hull of the tank is fairly flat with some
metallic structure attached to the top. Typical dimension of this structure is 1 to 3 m. During this part of
the test the front end of the tank pointed towards the apex of the simulator.

With respect to interaction the cables of the tank can be grouped in two classes, inside and outside of
the hull. Primarily the bulk currents of all cables, as far as accessible, were measured. Following the
strategy explained earlier also field measurements were done, close to the hatch. All cable current measure-
ments were done with the hatch closed. The field measurements were done with hatch open and hatch closed.

Experimental results

In the view of our model there are three classes of measurements available
1. bulk currents on exterior cables
2. fields (E and H) behind the hatch (at 0.2 and 0.7 m distance)
3. bulk currents on interior cables
(4. pin voltages which are neglected here)

According to the coupling scheme we first consider the external interaction. A randomly selected set
of transfer functions of measured bulk currents on exterior cables is shown in Fig. 5 a through f. The
dominant common peaks are approximately at 75, 120 and 170 MH. They obviously correspond to modes of
the attachment at the top.

The fields measured 0.2 m and 0.7 m behind the closed hatch show a different behaviour. H , the main
component of the magnetic field measured at a distance of 0.2 m is shown in Fig. 6, the magnide of the
corresponding Fourier transform is shown in Fig. 7. It is more or less smooth with no pronounced peak. The
pulse shape in time domain is similar to the incident field with some short peak superimposed at the front
end of the pulse.

In contrast to the magnetic field strong oscillations were observed for the y-component of the
electric field, measured at the same position (see Fig. 8). The pertinent Fourier spectrum (Fig. 9) shows
strong peaks at 52 and 120 MHz and, though less pronounced, peaks at 93 and 170 MHz.

For comparison a randomly selected sample of transferfunctions of bulk currents measured on interior
cables is shown in Fig. 10 a through f. As one would expect the peaks at (52), 75, (93), 120, and 170 MHz
are common to all transfer functions. The peak at 170 MHz dominates in all cases shown here. This is also
true for most of the other transfer functions not shown.
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Interpretation

The experimental results seem to support the basic idea of the coupling sequence. The peaks at 75,
120 and 170 MHz obviously correspond to modes of the attachement. The peaks at 52 and 93 MHz which are
missing in the transferfunctions of the bulk currents on exterior cables can be attributed by way of trial to
surface modes on the hull. Further analysis is necessary to get additional evidence for that. The driving force
of the internal interaction is therefore composed of these two parts, in other words two coupling paths
contribute.

The interior system consists of quite a number of individual resonators (mainly cables and the cavity).
However the idea that the field, penetrating through the hatch, interacts with the individuals independent of
the other cables seems to be too simple even for a first order approximation. There is some evidence that
we are faced with a kind of collectUie excitation of the interior system.

Fundamental considerations on the determination of EMP susceptibility

The all important quantities which are responsible for the impact on complex systems are the pin
currents and voltages which are induced by the incident field. Unfortunately the number of pins ranges
between a thousand and ten thousands (and more) in complex systems. Moreover measurements at the pins
require special preparation of the system. Usually break boxes are inserted between the plug of the cable and
that of the component, which makes this kind of measurement costly and time consuming. Measurements at
all or most of the pins of a system are therefore selfinhibitory. Measurements on pins are an exception. As a
substitute ust-Ily bulk current measurements /4/ are performed on as many cables as possible. (Typical
several hundru-s). Besides the significant reduction of the number of measurements this way has the
advantage that the system under test remains virtually unchanged. If done properly no additional coupling path
is established by the probe and the test set-up. On the other hand we have lost direct information about the
pin voltage/current and we have to reconstruct it in an indirect way.

in doing so one has to keep in mind that the relationship between the bulk current, which is mainly
the current on the shield, and the current on interior lines is not unequivocal. From a negligible bulk current
one cannot deduce a negligible current on interior lines. For illustration the coupling scheme of a helicopter
is shown in Fig. 11. The shielded cables which run in the electrically open cockpit can catch much more
current then the cables in protected areas. Worst case values are 100 A. In case of a common braided cable
shield the transients on the interior lines can be fairly high (rough guess 100 V). At the penetration through
the external shielding layer the sheath current is shunted. Behind the shielding layer the bulk current is
usually negligible. In contrast to the bulk current the current on the interior lines still exists but it remains
undetected by bulk current measurements. An assessment which does not account for that can therefore end
up in a complete misjudgement.

Even full threat level tests are not conclusive per se. Besides other effects which can fool the analyst,
upset sometimes appears to be of random nature. Under exactly the same external test conditions an upset is
sometimes observed sometimes it is missing. This is particularly (but not exclusively) true for digital circuits.
Systems obviously have time periods during their working cycle where they are much more susceptable to
distortion by transients than during the rest of the time. When a short transient (some microseconds)
coincides with the time window of high susceptibility upset may be observed, otherwise nothing will happen.
(This is not meant as counter-evidence against a deterministic view of the damage mechanisme. It just
reflects the tactical situation, where EMP field and operational state of the system must be assumed to be
uncorrelated).

Impact on unhardened systems

During the last years quite a number of unhardened systems (tanks, helicopters, radar systems etc.)
have been tested in our facilities. Although there are significant differences between the individual systems
what the electromagnetic topology is concerned one can draw some general conclusions which might be of
interest.

Tanks with exterior attachement and medium size helicopters show similar response in the sense that
the statistical distribution of the peak values of the bulk currents are similar. Fig. 12 shows an example. The
sample does not include the cables in the shielded case. Peak values of 10 A are fairly numerous. The 100 A
threshold is not exceeded in this case. (On exterior cables of tanks more than 100 A were observed for
several times).

Before drawing conclusions about the vulnerability of the system we have to make an assumption on
the qualitiy of the cable shields /5/.

None of the systems was EMP hardened, none was brand new. All of them have been in use several
years. Years after their installation in military equipment standard braided cable shields have a typical
transfer impedance of 0.1 to I ohm (total cable, plugs included). Based on the upper value of I ohm we
estimate that on about 20 per cent of the plugs the pin voltage exceeds the 10 V threshold.

in a few cases the 30 Volt threshold may be exceeded. This is certainly more than enough to cause
upset in particular in digital units. This finding is confirmed by the full threat level tests. A frequently
observed reversible type of upset manifests itself ;n a stop of the unit with or without an error indication.
After resetting and restarting the system it's function usually recovers. In some cases power must be turned
off for a moment for full recovery. The system is obviously caught in an undefined state with no regular
return to normal operation.

For a tank this kind of upset might be tolerable if the down time is short enough. For a helicopter in flight
it can be fatal if the failure occurs in a flight critical component. For mission critical components, e.g. the
fire control unit, a down time of several minutes might be tolerable.
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If we confine ourselves to interface circuits permanent damage on hardware is not very likely below
peaks values of 20 V. This is one result of our study on standard computer interfaces. Some of them were
hard up to 130 V. In some cases even higher voltages were tolerated. From a comparison we conclude that
there is some probability of hardware damage. We are just in the range where the highest voltages exceed
the lowest damage thresholds. In a somewhat more refined model one has to take into account that vital
cables are double screened in many cases for EMC reasons. Putting all facts together we expect single
hardware failures on unhardened systems. Electromechanical are not considered to be susceptable in the
voltage range discussed above. So far no direct EMP induced damage has been observed on helicopters or
tanks.

Conclusions

In unhardened helicopters and tanks EMP is expected to generate pin currents and voltages much above
the normal signal level. However, judging from the test results, this condition seems not to be sufficient for
an upset in many cases. One (or more) additional condition must be satisfied. The key for understanding
seems to be that different operational states show different susceptibility to transients. As a consequence
upsets preferably occur by coincidence of the transient with the susceptable operational state. Nevertheless
functional upset by EMP fields is very likely to occur.

Permanent damage is difficult to predict without detailed analysis, but one has to face the fact that it
can happen.

For further developments the tests yield valuable information for hardening measures.
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SU4ARY

The intrinsic electromagnetic property of a cable or connector shield is its surface transfer impe-
dance. This is the ratio of the longitudinal open circuit voltage measured on one side of the shield
(normally the inside) to the axial current on the other side (normally the outside). In cases where a
high electric field is present at the surface of the shield, the transfer admittance or charge transfer

elastance is also important. Measurements of typical cables, connectors, backshells and cable termina-
tions will be presented and explained in terms of simple models.

INTRODUCTION

Electromagnetic shielding is used to protect electronic equipment and systems from the effects of
lightning, nuclear electromagnetic pulse, and electromagnetic interference (EMI or EMC). In general,

the hostile electromagnetic environment is outside the system and the electromagnetic shielding is used
as a barrier between the hostile environment and the system which must be hardened. Electromagnetic
shielding is also used to reduce emanating radiations which could cause electromagnetic compatibility or
TEMPEST problems. In this case, the hostile environment is on the inside of the cable and system, and
the protected environment is external to the system. In both cases, the shielding acts as a barrier to
the electromagnetic radiation. Shielding is added to cables, connectors, and cable assemblies in order
to provide this electromagnetic barrier.

Traditionally, some form of shielding effectiveness has been used to specify cable shields and

connectors or backshells. The IEEE defines shielding effectiveness as the ratio of the field at a point
with and without the shield in place. This has the advantage of being conceptually simple and easy to
measure. Unfortunately, there are a number of problems with the concept of shielding effectiveness.
The first is that there is a lack of a unique definition. The IEEE definition of shielding effective-
ness (the ratio of the field at a point with and without the shield in place) does not fit all

situations. In fact, one definition, namely the ratio of the current on the shield to the current on
the core wires, has become quite popular. Second, it is not an intrinsic property of the shields

because it depends on the external and internal impedances. This has been pointed out by a number of
authors, including that of reference 1. Thirdly, there is a lack of an independent calibration of
shielding effectiveness. There is no standard shield whose shielding effectiveness can be derived from
first principles knowing the geometry and material properties; thus, a shielding effectiveness measure-
ment could be in error due to differences in measurement setup, and the experimenter would not be able
to know that he has a measurement problem. In many situations, a particular product can be made to meet
specifications simply by varying the reference antenna rather than improving the electromagnetic
performance of the product. This is certainly an undesirable situation.

In the 1930s, Schelkunoff showed that the surface transfer impedance was the intrinsic shielding
property of cables, oonneotors/backshells and cable assemblies.[

2
] Initially, he treated only solid,

cylindrical shields. However, his work has been extended to include imperfections in the shield such as
apertures, porpoising, etc.

This paper will discuss surface transfer impedance of cables and connectors by first giving the

defittions of surface transfer impedance and surface transfer admittance. Then, a brief discussion of
surface transfer impedance theory will be presented, followed by typical results.

DEFINITIONS

The surface transfer impedance of a cylindrical shield such as is found on cables, connectors,
backahells, and cable assemblies is defined by the relationship shown in Equation 1; namely, the voltage
drop on the inside of the shield divided by the current flowing on the external surface:

1 dV 1 (1)

ZT 1 0 dz

I =O

where 10 is the current flowing on the shield and dV/dz is the voltage per unit length on the inside of
the shield. Since surface transfer impedance is an intrinsic property of the shield, the reverse con-
figuration can also be used. The current can be on the inside, and the voltage per unit length can be
measured on the exterior surface. In most cases, Equation I is simplified to the relationship shown in
Equation 2 where Voe is the open circuit voltage on the inside of the shield, 10 is the current flowing
on the shield, and t is the length of the cable sample. Equation 2 is obtained by integrating
Equation 1 along the z axis.

Voc (2)
ZT I-

0
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The complementary coupling quantity is the short-circuit current induced on the center conductor
for an electric field on the external surface of the shield. This can be calculated using the surface
transfer admittance. Traditionally, this is defined by Equation 3:

dlS1 dsc (3)
1 Vcdz V :0

where dIsc/dz is the short-circuit current per unit length flowing on the internal conductor of the
cable, and Vo is the voltage between the shield and the external electrode. In most cases, the transfer
admittance is related to the transfer capacitance by the relationship shown in Equation 4i:

Y t : JO)t (4)

where the angular frequency is equal to 2wf, and Ct is the transfer capacitance (i.e., the capacitance
between the external electrode and the center conductor of the cable).

Transfer admittance is Important when the electric field at the shield is significant. This is
usually not the case since the shield is normally grounded. The electric field will be small as long as
the cable is electrically small. Under these conditions, transfer admittance can be neglected. In
addition, for cables with high optical coverage, the transfer admittance is so small that its contribu-
tion can be neglected. Note that the transfer admittance depends on the external circuit as well as the
etectromagnetic characteristics of the shield. Thus, it is not an intrinsic shielding property.

Several authors h.ve suggested other parameters such as a charge transfer frequency or charge
transfer elastance.[3,4} The charge transfer elastance or Ss parameter is the ratio of the transfer
capacitance to the internal and external capacitance. This is generally an intrinsic property of the
shield. Unfortunately, measurements of transfer admittance are seldom reported. Reference 5 presents
one of the few laboratory measurements of surface transfer admittance.

TI-BY

For a thin, solid cylindrical shield, only ,urrent diffusion Is important. In this case, the
surface transfer impedance is given by Equation 5:t%1

Z (I + ) T/6 (5)
T -o Sinh (1 + J) T/6

where T Is the wall thickness, and 6 is the skin depth. The d.c. resistance of the shield, Ro, is given
by the following equation:

R (6)
o - 2maoT

The skin depth, 6, is the distance which the current can diffuse into the shield material during each
cycle. The skin depth can be calculated using Equation 7:

1 (7)

where f is the frequency, and p is the permeability of the shield material which is equal to 4w x 10-7
Pr" Note that the skin depth is frequency dependent, varying inversely with the square root of the
frequency. Another way to characterize current diffusion is to define its diffusion time constant,
namely the time It takes the current to diffuse from the outer surface of a cylindrical shield to the
inner surface. The diffusion time constant Is given In Equation 8:

1 s = JOT2  (8)

When analyzing surface transfer impedance in the frequency domain, the current diffusion break
frequency is often a useful way of characterizing this type of coupling. The current diffusion break
frequency, fa, is the frequency where the skin depth is equal to the thickness of the shield. Its rela-
tionship to the quantities discussed earlier is given in Equation 9:

I I (9)
6 's wolT 2

The surface transfer impedance of a cylindrical shield, such as described by Equation 5, is shown
in figure 1. The surface transfer impedance is normalized by dividing by its d.c. resistance. For
frequencies up to the break frequency, the surface transfer impedance is equal to the cable's d.c.
resistance. Above the current diffusion break frequency, the surface transfer impedance drops rapidly,
indicating that the current no longer diffuses through the shield, and the shield is acting more and
more like an Impervious electromagnetic barrier. The preceding discussion pertains primarily to
cylindrical shields. For shields of other geometries, such as rectangular or shields of arbitrary cross
'c;Lion, Che physical principles presented in the preceding discussion are still valid. However, the
equations for calculating the sample's d.c. resistance would change. The d.c. resistance can usually be
calculated by considering the shield as a piece of metal wrapped aruund the cable core, and the d.c.
resistance of such a piece of metal is the length divided by the product of the cross sectional area and
tnhe conductivity.
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Figure 1. Surface Transfer Impedance of a Solid
Cylindrical Shield

If the shield has imperfections such as apertures or penetrations (for example, the carriers of a
braided shield), Equation 5 must be modified to account for the coupling due to the imperfections.
These imperfections are modeled as a mutual inductance. Thus, Equation 5 can be rewritten by adding a
mutual inductance term. The surface transfer impedance then becomes:

SZ R (1 + j) T/6 (10)
o Sinh (1 + J) T/6 + (12

where w is the angular frequency and M12 is the shield mutual inductance. A braided shield may have a
mutual inductance due to both apertures and porpoising. The apertures are formed by the intersections
of the carriers. If the braid does not completely cover the exterior of the shield and the optical
coverage is less than 100 percent, the braid will have small diamond-shaped apertures at the inte-
rsections of the carriers.

Porpoising coupling occurs because of the finite contact resistance or impedance between the
carriers as they pass from the outside to the inside of the cable. When the carrier is on the outside
of the cable, it carries the external shield current. Because of the finite impedance between the
carriers, some of this current remains on the carrier as it reaches the inside of the cable shield.
Porpoising coupling is characterized by a surface transfer impedance that increases at 10 dB per decade
in the vicinity of 1 MHz and eventually behaves as a mutual inductance. Note that the imperfections,
such as aperture and porpoising coupling, are both high frequency effects; they cause the surface
transfer impedance to increase with frequency. These imperfections are usually important only above
I MHz.

Aperture coupling depends on the magnetic polarizability of the apertures. The mutual inductance
of an aperture can be predicted using Equation 11:

%jam 
(11)

(12 01D)"

where O0 is the magnetic polarizability. The mutual inductance of a complete cable is the mutual
inductance of a single aperture multiplied by the number of apertures. The magnetic polarizability for
a circular hole or rectangular slot is shown in Equations 12 and 13 respectively:

am r3 (Circular Hole) (12)

I W2 (Rectangular Slot) (13)
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In certain Cases where the apertures are significant, such as in a calibration pipe which may have
rather large holes, the electric field contribution can be included through the use of an effective
inetic polarizability. This is shown in Equation 14:

a 1. e a (14)

eff a m

In general, the electric polarizability is equal to one-half the magnetic polarizability. Figure 2
shows a typical transfer impedance measurement of a shield with an aperture. This particular sample is
a copper pipe with a single hole of various diameters. A similar frequency dependence would be expected
of a braided cable where the high frequency coupling was dominated by porpoising coupling.

There are no general relationships for calculating porpoising coupling. In general, however,
porpoising coupling is opposite in phase compared to aperture coupling. Thus, aperture coupling can be
balanced against porpoising coupling to give an optimized braid. The high frequency performance of most
cables is determined by porpoising coupling because it is evidence of more than optimum braid, and most
cable designers tend to err on the side of too much optical coverage rather than too little.
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Figure 2. Surface Transfer Impedance of a Shield
with Imperfections

MESREETTECHNIQUES

Surface transfer impedance may be measured using a variety of techniques. In general, the more
sophisticated the test fixture, the broader its bandwidth, and the easier it is to use. A review of
surface transfer impedance measurement methods is given in reference 7.

All surface transfer impedance measurement methods work at low frequencies. In general, the termi-
nated methods have an octave more bandwidth than the unterminated ones. The use of d.c. resistance
measurements is important for establishing the credibility of the surface transfer impedance measure-
ment. The care with which the cable ends are attached to the test fixture usually limits the
measurement of very good cables such as solid pipes and conduits. When the cable sample is electrically
long, transfer lImpedance is no longer being measured. Rather, a voltage response that is related to the
long line response of a cable is being measured. Computations can be used to derive the transfer
imp~edance from this voltage response. However, such calculations are difficult and full of chances for

error.

TYPICAL RESULTS

Solid shields, such as rigid electrical conduit or water pipe, can be extremely cost-effective
cable shields for EMP-hardened ground facilities if they are installed correctly. The surface transfer
Impedance of solid walled nonferromagnetlc cable shields, such as copper water pipe can be accurately
predicted using equation 5. A 22-mm (7/8-inch) diameter copper pipe with a wall thickness of 1.6n=
(1/16-inch) has a d.c. resistance of less than a mtlliohm/meter and a diffusion break frequency of less
than 10 kHz. A corresponding rigid thin-walled steel conduit has a slightly higher d.c. resistance (a
few mill iohms/meter) but much lower diffusion break frequency (a few hundred Hertz).[8] Black iron
water pipe (33 m diameter, 3.34 mm wall thickness) has a lower d.c, resistance and diffusion break
frequency because of the increased wall thickness. Sae measurements suggest that the relative
permeability of steel and iron is frequency dependent while other measurements •suggest that it is
frequency independent at least for frequencies below 1 MHz. However, even when observed, the dependence
Is never great enough 30 that it causes an increase in the surface transfer impedance at high frequen-
cies, When relatively new, the compression joint fittings used to join sections of thin-walled steel
conduit displayed a very low transfer impedance, being equivalent to a very short section of conduit[8].

The surface transfer impedance of joint fittings using set screws Increased as the square root of
frequency, suggesting that its performance was limited by contact impedance. Above a kilohertz, .he set
screw fitting was significantly worse than the compression fitting. Both could be expected to degrade
with time. Welded, soldered, brazed, or threaded joints should be more stable.

Figure 3 shows a typical measurement of the surface transfer impedance of a I meter-long, tinned-
plated, copper braided shield. This figure shows the measured transfer impedance for single, double,
and triple overbralds.[9] At low frequencies, the surface transfer impedance, which Is really the

transfer resistance, is inversely proportional to the number of shields. At high frequencies (above
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.5 MHz), the surface transfer impedance decreases about an order of magnitude (20 dB) as each shield is
added. Careful examination of the region between 500 kHz and 5 MHz shows that the transfer impedance of
the single braid is increasing at the rate of 10 dB per decade rather than the expccted 20 dB per
decade. This indicates that the primary coupling mechanism was porpoising coupling, at least for the
single tubular braid sample, in this set of measurements. Reference 10 presents a worst case model for
predicting the transfer resistance and mutual inductance of braided cable shields using Jacket diameter
as the independent parameter. This simple model was based on the theory presented earlier and was
adjusted to fit a large number of transfer impedance measurements performed on a wide variety of braided
cables.
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Figure 3. Measured Transfer Impedance of I-Meter Long,
Tin-Plated Copper, Tubular-Braided Shields

Figure 4 shows the measured transfer impedance of three flexible metal core conduit assemblies
showing the effect of added tinned copper.braid.[1 1 ] The measurement labeled "Bronze Overbraid No. 1" is
a brass metal core conduit with bronze overbraid. It is typical of a thin, solid cylindrical shield
made of relatively low conductivity brass and bronze. Its surface transfer impedance is not particu-
larly good. The addition of a tinned copper overbraid (sample 4) decreases the high frequency transfer
impedance so much that it is below the noise level of the system for frequencies above 1 MHz. Figure 5
shows the comparison between brass convolute samples covered with both a tinned copper braid and with
either a SnCuFe or tinned copper braid.[ 11] Notice that the higher permeability of the SnCuFe braid is
evident in the measured transfer impedance between about 10 and several hundred kHz. Above 1 MHz, the
transfer impedance of the shield is below the measurement capability of the system. SnCuFe has a lower
conductivity than tinned copper. This is evident in the higher surface transfer impedance of the SnCuFe
sample below 5 kHz.
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Figure 4. Measured Transfer Impedance of Three ;ure 5. Comparison of Samples With SnCuFe
Flexible Metal-Core Conduit Assemblies Tinned Copper as the Middle Braid
Showing the Effect of Adding Tinned
Copper Braids

Figure 6 shows the measured transfer impedance of samples that incorporated ferromagnetic
conduits. 91  Sample 58, a molypermalloy annular hose did not have an overbraid, and therefore had a
rather high (60 milliohms/meter) transfer resistance. However, it had essentially negligible surface
transfer Impedance above a coupie of MHz. In Sample 15, the high permeability convolute had a current
diffusion break frequency below 1 kHz. Therefore, a comparison between the measured surface transfer
impedance and its d.c. resistance could not be made. Sample 48, which used mu-metal tape between
2 layers of nickle plated copper overbraid, was one of the lowest transfer Impedances measured at our
laboratory.
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Figure 6. Measured Transfer Impedance of 1-Meter
Long Magnetic Shields

Most of the flexible conduits described in the preceding paragraphs were manufactured by forming a
spiral strip of metal and soldering the assembly together so that it forms a solid conduit without
apertures. The solder ensures that the impedance between the turns of the spiral is very low. Non-
soldered spiral conduit is sometimes used where mechanical protection is the primary design requirement.
Figures 7 and 8 show the measured transfer impedance of such conduit made of aluminum and stainless
steel, with and without an overbraid.L9 ] Without an overbraid, these conduits have very high transfer
impedances since there is little turn-to-turn contact. They can be modelled as a long strip of metal
wound into a solenoid. The result is a high transfer resistance and a high transfer mutual inductance.
Adding an overbraid reduces the transfer impedance by orders of magnitude.

................. ,....

see! ff 5A OLWINST

WMEMINNUI FasoIler, oa

- -

Figure 7. Comparison of the Measured Transfer Figure 8. Comparison of the Measurement Data for
Impedance of an Aluminum Shielding a Stainless Steel Conduit Showing the
Conduit Illustrating the Effects of Effects of Different Overbraid

Different Overbraid Materials Materials

In some cases, a shield must be placed over an existing cable or the cable harness is so
complicated that a normal machine braid would be too expensive. Metalized plastic tape or knitted wire
Mesh is sometimes suggested for these applications if the shielding requirements are not too stringent.

Figures 9, 10 and 11 show the measured transfer impedance of these types of cable shields.
12
a The

transfer impedance of circumferentially wound metalized plastic tapes, such as those shown in figure 9,

were very high and showed no evidence of turn-to-turn contact. Figure 10 compares the performance of
cirnuferentially and longitudinally applied copper tape. The surface transfer impedance of

longitudinally applied tape (cigarette wrap) was surprisingly good (10-15 mll iohma/meter). Figure 11
shows that the surface transfer impedance of knitted wire mesh was a few tens of millohms/m and was

frequency independent.

Figure 12 shows the surface transfer impedance of a typical modern connector with an RFI/EMI back-

shell and a short length of braid measured using a quadraxial test fixture.[1
3  

In this case, the
connector was degraded in various Ways. The resulting changes in the surface transfer impedance are
clearly evident. Figure 13 shows the surface transfer impedance of a connector/backshell/shield
termination measured using an inside-out triaxial test fixture.[14

This connector was one of 22 that were measured in a test series. The mean transfer resistance of
the series of measurements was 0.7 milliohms with a standard deviation of 0.3 milliohms. The mean sur-

face transfer impedance at 20 MHz was 1.1 milliohms with a standard deviation of 0.5 milliohms. Note
that the transfer impedance shown in Figure 16 does not increase at 20 dB/decade, as would be expected
of a shield with an aperture. Instead, the transfer impedance increases at 13 dB/decade, which is

olosr to the 10 dBl/decade expected from coupling due to contact impedance. The mean slope for this set

of eowmectors/backshells/cable terminations was 14 dB/decade with a standard deviation of 5 dB/decade.
This ugests that the electromagnetic performance was limited by contact impedance rather than

aoprtures.
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Figure 9. Measured Transfer Impedance of Single Figure 10. Measured Transfer Impedance of
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Figure 11. Measured Transfer Impedance of Figure 12. Effect of the Wavy Washer on the
and Double Wrapped Cable Shields Measured Transfer Impedance on a
Constructed Using Knitted Wire MIL-C-388999-500 Series IV Connector
Mesh (60 Percent Overlap)

The first inch or so of braid next to the backshell usually dominates the high frequency measure-
ments that incorporate a braid termination. Small changes in the tension or position of the sample can

change the high frequency transfer impedance by at least an order of magnitude because changes in the

contrioutions of the braid apertures and porpoising (which depends on contact impedance and therefore

braid tension) will result in large changes in the transfer mutual inductance. Figure 14 shows an

example of the changes that can result from small changes in the position and tension of the braided
shield.[

14
J In operational systems, the most common degradation is the loosening of the backshells or

improper reassembly of the backshell/braid interface. These degradations can increase the transfer

impedance of a cable assembly by orders of magnitude.

Surface transfer impedance measurements are not limited to cables and connectors. They can also be
used to characterize any type of shield which is essentially longer than it is wide. Figure 15 shows

the measured transfer impedance of a 12-inch diameter graphite epoxy tube in which four copper current

diverters were added to its side-.[1
5
] The difference between resistive and inductive current division

is clearly evident. Figure 16 shows the measured transfer impedance of an 8" x 24" aluminum cableway in

which the transverse screw spacing is varied.
1
1
6
] Measurements such as those shown in figure 16 can be

used to guide the design of such cableways so that they provide sufficient shielding and are economical

to produce.

CALCULATION OF SHIELDING EFFECTIVEESS

Irrespective of the problems alluded to earlier in this paper, a shielding effectiveness number is

sometimes required to meet a specification. In some cases, this can be calculated from the surface

transfer impedance and the geometry and impedances of the test set-up. A popular definition of

shielding effectiveness Is the ratio (in dB) of the current carried on the core to the current flowing

on the shield. Reference 17 calcuiates shielding effectiveness according to this definition for the

c"e of an electrically long cable which has a uniform distribution of imperfections such as apertures.

The theoretical treatment given in this reference assumes matched terminations and calculates a ratio of

current shielding effectiveness. This reference shows that the shielding effectiveness can be written

as Equation 15. At low frequencies, the shielding effectiveness depends on length, whereas at high fre-
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Beginning at 100 MN. The Vertical
Sensitivity Is Set at 10 dB,'DIV.
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quencies the mutual inductance coupling is limited by interference between multiple sources. The
measured and calculated shielding effectiveness is shown in figures 17 and 18. The shielding effective-
ness of a 1.2 meter long shielded twisted pair at low frequencies is about 70 dB, whereas at high
frequencies, the shielding effectiveness can decrease to only 48 dB. The surface transfer resistance
and mutual inductance of the actual cable can be used to calculate the worst case values for the
shielding effectiveness of such a cable.

zTL Sine2

SEz20 log =--+ 20 log 7_ --10 log(RT)2

Schelkunoff shcwed that surface transfer impedance is the intrinsic property for describing elec-
tromagnetic shields. The transfer impedance measurement techniques are well established. Resistance
measurements provide much of the desired information. Calibration samples establish the credibility of
the measurement systems. Transfer impedance measurements are available on a variety of shields.
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AUTOMATING SPECTRUM MANAGEMENT OF TACTICAL COMMUNICATIONS TO
MINIMIZE MUTUAL INTERFERENCE AND MAXIMIZE FREQUENCY REUSE ON THE BATTLEFIELD

Samuel M. Segner
Center for Command, Control and Communications Systems
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Summary.

Automating spectrum management of tactical multichannel LOS and TROPO communications
systems began in the early 80's with the establishment of the Automated Battlefield Spec-
trum Management and Engineering (ABSME) studies and analysis program and its test bed
for software evolution, the Army Automated Tactical Frequency Engineering System (ATFES)
pilot program in US Army Forces, Europe (USAREUR). The ATFES is a minicomputer based,
four echelon pilot system deployed in Europe as a vehicle to research potential battle-
field spectrum management capabilities through operational evaluation of software and
operating procedures during major USAREUR exercises. The pilot system provides a "go to
war" asset for use until the software is transitioned to the communications system con-
trol centers/elements for evolving switched systems; it is mounted in existing tactical
communications control shelters during exercises. ATFES EMC software and work in HF
demand access and VHF CNR management is described in this paper. Interoperable distri-
buted data base processing is the key to spectrum management responsive to highly
maneuverable forces.

Background: (See Fig 1)

Up to the mid 70's, spectrum management was essentially propagation charts or
calculations, mutual interference charts or calculations, and noise charts or
calculations, and some rules of thumb, sometimes called engineering judgement.
Although spectrum management algorithms had been fairly well researched, the state
of the art in small computers kept the soldier in the field in the manual mode
using grease pencils on transparent overlays.

The Automated Spectrum Management and Engineering (ABSME) program which started
in the late 70's is aimed at automating spectrum management of all communications
and eventually all electronic systems; electronic systems are also called
non-communications systems. The international regulations call the combination
"telecommunications" systems. In the ABSME program, only the equipment which is
seen to be excluded is that of the Intelligence/Electronic Warfare (I/EW) community.
It is considered as a major coordination interface and is being explored as
"deconfliction" or "fracticide" resolution; this subject will be discussed in
another paper at this conference, ref la.

The actual work in progress since 1980 is listed in Figure 2. Only the first
three will be reviewed to meet the time limitations and theme of this conference.
Those listed below DECONFLICTION are only in the study and analysis status.

In the late 70's, the state of the art in transportable data processing equipment
reached the poirt where the US Army Chief Signal Officer and his staff recognized
the practicalit of field testing spectrum management and communication network
engineering software; they took the bold step of using off-the-shelf shock mounted
commercial hardware.

Figure 3 outlines the hardware evolution of the Army Automated Tactical Frequency
Engineering System (ATFES) pilot project which was fielded in US Army Europe Command
(USAREUCOM) forces in the early 80's as a vertical slice of a field army; namely
at a division, corps, and echelon-above-corps (EAC) communication engineering
facility and at the US Army theater communications headquarters, 5th Signal Command.

Luckily, the system engineers of today recognize that hardware has to be changed
to match the needs of the software evolution. During this year, the 16 bit DEC
PDP ll/70s are being changed to the 32 bit DEC MicroVAX minicomputers.
Theoretically, software development in a given higher order language such as FORTRAN
4 or 77 should be machine independent, but, there is interaction because of evolution
of operating system software, peripherals, and data base management and inquiry
systems.

Recent successes by other US programs in the use of ADA have convinced USACECOM
that all new software for spectrum management should be written in ADA. Due to
cost, it will be a while before the older software is rewritten into ADA.
Fortunately, both FORTRAN and ADA can run on the MicroVAX simultaneously.

As shown in Figure 4, although the physical presence of the ATFES program is
hardware, it is basically a research and development program in software algorithm
evolution to optimize use of the spectrum in the presence of fierce competition
for spectrum, elec' -)magnetic noise, and interference. The US Army and some allied
armies recognize t ' an interim operational capability Is available in the current
ATFES hardware suite and the test bed is being expanded to a worldwide program
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while offering the worldwide participants an interim capability.

It Is also recognized that selected modules of the ATFES software may be integrated
into other tactical command control facilities which have a responsibli.y for
managing the spectrum-dependent tactical communications and/or electronic systems
used in their weapon systems.

Figure 5 shows some of the evolving candidate hardware systems which may use
the software algorithms developed via the ATFES program. Without attempting to
decode all the "alphabet soup", suffice it to say that management of all tactical
communications systems is usually in the system control centers of the multichannel
systems while management of avionic, air traffic control, radar, sensor and satellite
communications systems is usually in the C-E section of the G3 (operations) shop.
Management of deconfliction concerns G2, the EW section of G3, and the I/EW
management facilities. The point being made is that the integrated management
of tactical communications and electronic systems is foreseen to be accomplished
by interoperable distributed processing facilities each of which maintains relevant
parts of a distributed data base.

This leads the spectrum engineer and/or frequency manager into a most difficult
area of computer applications today, namely interoperability and its ripples as
depicted in Figure 6. The sophistication of the electromagnetic compatibility (EMC)
engineering algorithms are more than adequate for tactical situations; but, they
are only as useful as the accuracy of the distributed data base in reflecting the
tactical situation vs the planned maneuvers.

Now that the hardware evolution has been explored, the software evolution can
be explained with regard to Figure 7. Based on priorities of US Army use of the
spectrum, studies are undertaken to identify how a frequency band should be managed.
The user community of the test bed hardware is continually consulted to establish
details of software capability and priority of needs. Software configuration control
is a major effort and cost item. Even after the software is considered to be mature,
changes in equipment and/or concept and doctrine of use can force a new study and
development effort.

This year, the software capabilities developed In t ?e ATFES program, most of
which are applicable to spectrum management of multichannel line of sight (LOS)
and tropospheric (TROPO) radio systems, are being transferred to the Communication
System Control Elements (CSCE) of the US Army TRI-TAC switched systems and into
their software configuration control. Hence, the feedback loop back to the R&D
group has yet to be tried.

Discussion:

The next two figures, Figures 8 and 9, list all the software which has been
developed or specified. As previously stated, several which relate to the theme
of this conference will be explored. The appendix to a referenced oaper (ref lb)
provides details of each software capability for readers interested in what is
available and/or in development.

Worldwide Topgraphic Loader (WOTL).

For several decades, personnel concerned with LOS propagation in the 200 to 2000
MHz have been plotting curves showing the difference between theory (propagation
loss = K + 20 log (frequency) + 20 log (distance)) and actual results which could
be 40 to 60 dB higher as shown in Figure 10.

The US Department of Defense Electromagnetic Compatibility Analyses Center
(DOD/ECAC) has used this data to develop a computer program which computes
propagation loss for 20 MHz to 20 GHz based on a profile of the terrain between
the transmitter and the receiver, Terrain Integrated Rough Earth Model (TIREM).

The WOTL capability as summarized in Figure 11 is to use digitized terrain maps
and produce subsets for lower echelon systems which are only interested in a division
combat area (nominally a 30 km front by 40 km deep) or a corps combat area
(nominally 150 km front by 250 km deep). Level 1 data corresponds to 3 seconds
of arc which is about 93 meters at the equator or along a circle of longitude and
about 66 meters at 450 latitude.

The current use of digitized terrain maps does not include cultural features;

the user usually adds 15 to 30 meters to take trees into account.

Terrain Resources Analysis Program (TRAP).

This program is a major work saver in the process of engineering transportable
line-of-sight radio relay and tropospheric scatter radio systems. It provides
the path profile and the propagation loss between a transmitter and a receiver,
each mounted on an antenna mast of selectable height. The user selects the antenna
polarization. As an example of output, the plot in Figure 12 shows the line-of-sight
path and under it a plot of the first Fresnel Zone. The software enables the user
to rapidly analyze many alternatives about choice of antenna site and height of
antenna mast. Of particular interest to military communications is minimizing
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profile while maintaining sufficient Fresnel Zone clearance. The user can choose
whether he wants a 60% or full Fresnal Zone clearance plotted since this is an
engineering judgement factor. Environment parameters which the user can enter
or use default values are atmospheric refractivity, ground conductivity, and ground
permitivity. Tropospheric refractivity affects the bending of radio waves. Typical
sea level values are between 200 and 450 N units. The default valve for the FRG
is 314. The choice of ground type (marsh vs average vs desert vs fresh water vs
sea water) sets the conductivity and permitivity. The user can enter new types
of radio or choose one already in the program and can enter the frequency or use
the default to center of tuning range. The stored radios are the AN/GRC-50 (LO
and HI band), AN/GRC-103 (bands I, III, and IV), the SHF LOS AN/GRC-143 and the
AN/GRC-144 TROPO system.

Other uses of TRAP are natural extensions. Examples are studies of an airborne
relay or ground or airborne electronic systems.

The TIREM propagation module is kept up to date by DOD ECAC so it is always
as accurate as the state of the art permits. Conversion modules enable input
coordinates in latitude and longitude or grid coordinates. Although the computer
can handle VHF propagation, this use is rare because of the mobility of the combat
net radio (CNR) user.

Offsite Signal to Interference Model (OFFSITE S/I).

This capability, outlined in Figure 13, is an obvious outgrowth of the TRAP
module. Although there are many applications for this software capability, it
was originally driven by the need to compute compatibility of a ground based civil
communications or electronics system with ground based military components of a
spaceborne system and vice-versa. Figure 14 is an example of the possible
compatibilty issues which may involve military spectrum managers with space based
systems in the 1 GHz to 2 GHz band.

OFFSITE S/I is a recent development. It can analyze single
transmitter-to-receiver link signal-to-noise and convert that to receiver performance
by standardized charts of articulation index or bit error rate based on published
standards. It can analyze and compute signal-to-interference and convert that
to receiver performance by published curves. It includes a data base of equipment
and antenna characteristics to minimize user input for standard equipment.

OFFSITE S/I switches to the smooth earth model, Integrated Propagation System
(IPSll) if terrain data is not available. For HF systems, the Ionospheric
Communications Analysis and Prediction program (IONCAPll) is used. Consideration
is being given to include the International Telecommunications Union (ITU) Appendix
28 computation for calculating the need for coordination between a satellite earth
station and a terrestrial communication stations. Median values of man-made noise
are stored based on published standards.

While OFFSITE S/I is an accumulation of decades of propagation, interference,
noise, articulation and bit-error-rate analyses, it is difficult to use in the
peacetime environment despite all its built-in defaults and data bases. Its use
in wartime may be only during the planning stages. It may have to be greatly
simplified to use it in combat operations where timely response is an overriding
consideration.

Line-of-Sight Area Coverage (LOSAC).

As shown in Figure 15, once a computer powerful enough to rapidly process
digitized terrain maps becomes available, a la.'ge rmumber of three dimensiondl views
become practical. Maps can be produced of radio line of sight for a particular
centerpoint on the ground or airborne. By overlaying two maps, the terrain of
mutual visibility to two sites can identify sites wheme a relay can be located.
Other uses in hilly terrain involve selecting sites with best natural protection
against enemy electronic countermeasures (ECM).

The latest versions of this program include signal level contours. These can
be used to evaluate many items of Interest to operational commanders. Examples
are vulnerability of a multichannel or single channel communications system, radar
coverage, electronic warfare coverage, air traffic control envelopes, and affiliation
capabilities of mobile subscriber systems. The caution' to be noted with this
particular sogtware capa~ility is that it does tax computer ability and hence may
only be used during the planning stages of combat maneuvers.

Frequency Assignments Capability for Tactical Systems (FACTS).

One of the earliest S-W capabilities to be developed was the FACTS software -

as outlined in Figure 16. It haslbeen rewritten several times due to its popularity
and expansion of applications. This computer module takes into account the usual
cosite restrictions for the line-of-sight, multichannel radio relay and tropospheric
scatter equipment. . Two early added f~atures were to take into account parallel
links (e.g. 2 ea 12 channel links to make a 24 channel link wh'ere each receiver
is in the main beam of two transmitters) and overshoot to avoid reusing a frequency
assignment for a receiver "in the area of, a glven transmitter-receiver lnk which
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may be in the main beam coverage of the transmitter.

The most recent version of this S-W capability, FACTS III, has reached a degree
of sophistication where it is not practical to use it on a 16 bit machine such
as the PDP 11/70. The program takes into account previous assignments at a site
and minimizes impact of changing the number and types of radios at a site. In
many cases, the S-W program cannot make an assignment at a very complicated node
until the interaction with the user permits the software program to remove some
of the restrictions. The use of a relational data base provides greatly increased
flexibility without consuming extra run time. The latest versions are designed
to rapidly run simple changes in the network as a result of an unforeseen
redeployment during an exercise when timely response is more important than best
EMC engineering.

A planned extension of the program, outlined in Figure 17, would be capable
of providing map overlays of the total network for a scale of 1:50000 or 1:250000
military maps. Future planning is to add the antenna beamwidths shown in Figure
18 along the path and annotate those where a large part of the main lobe of the
receiving antenna faces the areas where enemy ECM might be employed so that the
signal officers can advise commanders of system vulnerability.

HF Systems Engineering.

At tactical echelons, communications propagation often forces a commander to
compromise on his maneuvers to maintain command control and timely availability
of combat support. Up to the mid 60's, highly maneuverable units had to rely on
HF radio to assure coverage beyond line-of-sight. In the mid 60's, tactical
satellite communications became available and the problems of the volatile and
crowded HF band and its frequency dependent performance made it a "loser".

In the late 70's and early 80's, reality set in:

a. There was not enough channel capacity available in spaceborne elements.

b. Command control of US services were becoming so satellite communications
dependent that jamming and destruction was cost effective regardless of the
sophistication of the in-built defenses of the space elements.

c. Satellite repeaters were subject to one on many jamming, i.e., one jammer
could simultaneously disrupt all users forcing them all to reduce traffic to the
minimum obtainable from their ECCM systems.

The pendulum swung the other way in the early 80s and now there is great demand
for HF systems, especially those with frequency hopping (FH) as a built in electronic
counter-countermeasure (ECCM) capability. The introduction of vertical incidence
HF has solved the skip zone distance although the multipath reception has yet to
be cleanly resolved.

Studies indicated that there were some management opportunities available with
some risk in implementing them. The current practice of providing skywave users
with a daytime frequency assignment, a night time frequency assignment, and a
transition frequency assignment, meant two frequency assignments went unused at
any given time. The success of the satellite communications systems to increase
overall throughout by a factor of two to four times by using demand access was
noted and gave impetus to investigate HF pooling based on accurate propagation
and interference prediction. The first hurdle though was to improve the short
term propagation prediction.

HF Propagation Prediction.

There are two approaches at USACECOM. The approach favored by our EUROCAP
engineering group believes that new algorithms based on theater-specific measurements
should be written. The EUROCAP program uses the vertical incidence pulse sounders
as a vertical and oblique sounder. The geography of the involved universities
and scientific organizations is shown in Figure 19.

A different approach is used in the ABSME program which has recently passed
leadership from the US Army to DOD ECAC. This approach is to take advantage of
the existence of a worldwide network of chirpsounders. It is hoped that by measuring
propagation on intelligently selected skywave paths and by using the US Navy PROPHET
HF prediction algorithms (essentially derived from MINIMUF and IONCAP), an artificial
psuedo sunspot number can be computed which is accurate for a region near the mid
point of the skywave and that this psuedo sunspot number will be stable for the
next three to six hours. The research to prove this is based on inserting one
to three chirpsounder receiving systems in this theater. The US Naval Research
Center (NRL) in the Washington, DC area and the US Naval Ocean Systems Center (NOSC)
in the San Diego, California area lead this scientific effort; the data they collect
is being integrated by NOSC with the EUROCAP data.

Frequency Assignment System-HF (FAS-HF).

Software has been developed in accordance with the outline in Figure 20 to
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experiment with demand assignment techniques. Ref 4 provides details on this
approach which is still evolving. Temporarily, two problems have been put off
to future years:

1. Cosite type intermodulation and cosite harmonic interference into radios
in the VHF and UHF band; and

2. A means of disseminating new assignments via systems.

VHF Field CEOI.

This software capability was developed to enable personnel in the field who,
for some operational reason, did not want to use the paper/hard copy Communications
Electronics Operational Instructions (CEOI) (generated and furnished in the US
by the NSA) to generate their own CEOI. The EMC cosite ground rules for single
frequency combat net radios (SF-CNR), such as the AN/VRC-12 and AN/PRC-77 are shown
in Figure 21. The capability has not been extensively used; after the computer
has generated the requisite CEOI, a substantial reproduction facility is required
to make enough copies.

Figure 22 is an example of a chart which could be manually manipulated or
programmed into a computer and can be used to establish frequency-reuse-denial-areas
around members of a combat network. There is a set of about a dozen charts like
these in current US Army field manuals.

There are several factors to be taken into account when automating combat net
radio systems. Cositing/colocation in the same vehicle or command shelter is very
important. However, cositing among vehicles is really a judgement factor and many
times a severe cosite problem can be allieviated by a small relocation on the part
of one vehicle.

In the case of the typical US Army division, there are 300 to 700 VHF nets
involving 2000 to 3000 VHF combat net radios. The network structure is planned
based on a judgement about deployment and very rapidly changes as the maneuvers
begin. The value of charts, such as Figure 22, therefore seems more applicable
to setting a denial area around a set of fixed sites rather than between mobile
units.

International Efforts.

Nine quadripartite standardization agreements (QSTAGs) have been developed
in the ABCA Quadripartite Working Group on Combat Communications (QWG/Comms). These
are listed in Figure 23. These have been passed to NATO as an example of the types
of agreement which should be made to standardize on a common approach to spectrum
management and allow exchange of algorithms, and perhaps software, among Armies.

Conclusion.

The US Army has found the automation of spectrum management necessary, but
it must be tempered with prudent reasoning to avoid a degree of sophistication
which is not necessary for the uncertainties found in the operational electromagnetic
environments as listed in Figure 24. Although many organizations have coded more
or less the same EMC algorithms with academically "correct" results, the problem
in the field hinges on how accurately the distributed data base can provide good,
current information on the tactical situation.
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PAPER 0 28: AUTOMATING SPECTRUM M4ANAGEMENT OF TACTICAL COMMUNICATIONS
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REUSE OM THE BATTLEFIELD.

SAMUEL M. SEGNER, USACECOM, FORT MONMOUTH, NEW JERSEY
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COALS AND TOOLS

ATFES IS A TEST BED FOR AN R&D PROGRAM IN SOFTWARE
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ADP HARDWARE (H-W) OF VARIOUS US ARKY C31 ANID

EAPONS SYSTEMS WITH NEED TO MANAGE THEIR
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FIG 6
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FIG 7

ABSME S- EVOLUTION PROCESS

NEW BFST NEED

ATFS APPLICATIONS SMFTOARE TAW APPENDIX A

1. FREQUENCY ASSIGNMENT CAPABILITY FOR TACTICAL SYSTEMS (FACTS)

2. WORLDWIDE TOPOGRAPHIC LOADER (NUTL)
3. TERRAIN RESOURCES ANALYSIS PROGRAN (TRAP)

4. LINE OF S16HT AREA COVERAGE (LOSAC)

5. BASE HILL-PATH HILL (BH-PH) ARCHIVING

6. HIGH FREQUENCY S-W CAPABILITIES

7. FIELD CEOI FOR SINGLE FREQUENCY (30 TO 88 MHZ)

8. COSITE EK ANALYSES

9. OFFSITE SIGNAL/INTERFERENCE ANALYSES (OFFSITE S/I)

10. DECONFLICTION (VNf-ECN)

11. RADAR FREQUELICY EGINEER SYSTEM (RAFES)

12. BATTLEFIELD ELECTRONIC EQUIPMENT DATA BA E (BEEU)

13. CIRCUIT ROUTING AND STATUS SYSTE (CRASS)

1, C-E QUIPENT ND ORGANIZATIN ORATIAS US (CEEOS)
15. TACTICAL AUTOMATIC SWITCH LOJAD (TASL)

ATFES APPLICATIMS SOFWARE IAW APPENIDIX A (CONT)

16. GENERAL UTILITY (GUT)

17. FIELD OPERATIONS ORDER GENERATOR (FOUG)

18. LOG (M/MATRIX ACCESS (LOM)

19. SYSTEM RECOVERY (SYSREC)

20. AUTOMATED FREQUENCY ASSIGNM'ENT INFORMATION PROCESSING

SYSTEM (AFAIPS)

21. PROJECT DIARY FILL (PDF)
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FIG 10 PROPAGATION VS FREE SPACE LOSS
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19 FIG 13
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FIG 16

FREQUENCY ASSIGENT FOR TACTICAL SYSTEMS (FACTS)

JIPUT: FREQUENCY RESOURCES UHF (225 TO 1850 MHZ) BAND AND SHF (4.4 TO 5.0

GHZ) BAND.
MULTICHANIL NODE STRUCTURE AND SITE COORDINATES.
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CHARACTERIZED.
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FIG 19

HP CHANNEL ESTIMATOR AND EUROCAP DEVELOPMENT
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1IG 22 INTERFERENCE CHART
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FIG 23 ABCA QSTAOS ON BATTLEFIELD SPECTRUM MANAGEM4ENT
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APPENDIX A

COMPONENTS OF RESTRICTED FREQUENCY LIST (Ref 3)

TABOO. TABOO frequencies are any friendly functions/frequencies of sucr im'portace
that they must never be deliberately jammed or interfered with by frienoly forces.
Normally, these functions/frequencies include international distress, stop bzzer,
safety, and controller frequencies. These functions/frequencies are generally long
standing; however, they may be time-oriented in that, as the combat/,xerlise s.tuauion
changes, the restriction may be removed by the originauing headquarters.

PROTECTED. Protected functions/frequencies are those frien .,
functions/frequencies used for a particular operation, identified anu protected to
prevent them from being inadvertently jammed by friendly forces while active
operations are directed against hostile forces. These functions/frequencies ar2
of such critical importance that jamming should be restricted unless absoluztely
necessary or until coordination with the using unit is made. They are generally
time-oriented, may change with the tactical situation, and must be updated
periodically.

GUARDED. Cuarded functions/frequencies are Pnemy functions/frequencies that
are currently being exploited for combat information and intelligence. A guarded
function/frequency is time-oriented in that the list changes as the enemy assues
different combat postures. These functions/frequencies may be jammed after the
commander has weighed the potential operational gain against the loss of technical
and tactical information.
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SUMMARY

The causes of the radiocommunication channel degradation are identified when
receivers and transmitters or transceivers are colocated in mobile platforms or in sites
where space is at a premium.

System and equipment parameters are evaluated to minimize the degradation of the
receivers performance in cosited radio installations, together with additional technical
and operational resources necessary to support this target. Furthermore the parameters
necessary for computer simulations of cositing effects and associated frequency
management are identified.

1. INTRODUCTION

The military radio communication systems are to be designed and implemented under
rigorous criteria of overall protection including:

- information security (COMSEC)
- compliance with Tempest requirement
- ECM protection and associated radio transmission security (TRANSEC)
- robust codec processes
- signal processing
- EMP and INR protection
- EMC/EMI protection from system self-interference

It can be said that of all the above aspects relevant to the protection of the
radiocommunication channel, EMC/EMI protection does not seem to be sufficiently
investigated in the current technical literature.

The importance of EMC/EMI protection is reflected in the diversified engineering
problems associated with the cositing of radio terminals in diversified platforms and
sites.

The problems relate to the correct operation of receiving systems operating
simultaneously with transmitters (in some cases high-power transmitters) in
installations which do not allow high physical isolation between Tx and Rx antennas.

This can result in heavy degradation of the receivers' performance and in some
cases this "friendly threat" is more disrupting than the enemy's threat unless proper
measures are implemented.

This requires that the cositing problems be identified and deeply investigated.

The cositing situations for military radicommunications systems can be reduced to
the following most significant cases

- surface ships fitted with a large number of IKW HF Transmitters (10 or more
transmitters per ship) and HF Receivers plus 10 to 20 UHF Transceivers(225 to
400MHz).

- helicopters tasked with missions that require the use of two simultaneous HF
channels.

- vehicular platforms fitted with HF (2-3C MHz) and/or VHF (30-88 MHz) radios.
The number of VHF radios can be as high as 8 in the SCRA (Single Channel Radio
Access) applications.

- air defense sites with a large number of VHF/UHF Transceivers for Ground to Air
communications.

In all the above situations, the cositing problems are aggravated to the limit of
practicability whenever ECCM spread spectrum techniques (e.g. frequency hopping, FH) are
to be adopted.

The requirement for FH operation involves a deep study of the cositing and frequency
management aspects in order to verify the conditions necessary to prevent channel
degradation and/or to identify the frequencies at which a certain smount of degradation
in acceptable.
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2. SYSTEM PARAMETERS AND COSITING FACTOR

When cositing of radio terminals occurs in a communication system, the requirement
is that the performance of the receiver component be not degraded with respect to non
cositing conditions.

To verify this condition, the two following factors must be assessed:
- environmental noise power density typical of the installation site;
- isolation between the system's antennas.

A fundamental parameter is the minimum frequen,: distanceAf between the radic"
terminals necessary to prevent receivers degradation in the system.

The value ofAf, generally indicated as a percent figure, is a limiting factors for
the allocation of colocated channels in a given frequency band f2-fl; more specifically
the number of such channels is

f2-fl
N .100

.f fm

where : Af is a percent figure

fm =ffl .f2

In addition to the Af parameter, a new useful parameter, the Cositin Factor, can
be considered.

This factor is defined as the ratio between the number No of available channels in
a given f2-fl band and the number of usable channels (i.e. on which co-sited operation
is allowed, ind&ated by (I) above).

If Bch is the bandwidth assigned to a radio channel in the operating frequency band
(e.g. 3 kHz in the HF band, 25 kHz in the V/UHF bands), then No = (f2-fl)/Bch

Consequently the cositing factor, CF, is given by

CF No Af.fm
N 10 .Bch

For example,in the 2 to 6 MHz band,No=1333 channels of 3 KHz are available,withAf =5%,
the cositing factor is CF=57,66 and the number N of usable channels is 1333/57,66=23,
a value that can be easily derived from equation (1).

3. CAUSES OF DEGRADATION

The causes-of degradation in the system performance are of different nature and are
based on:

- the characteristics of the radio equipment, namely the power rating and linearity
of the transmitters, sensitivity and dynamic range (intercept point) of the
receivers;

- the system parameters such as radiator characteristics, isolation between Rx and
Tx antennas, operating frequencies and frequency spacings;

- environmental conditions such as natural noise and man-made noise;
- simultaneous transmission and reception.

Besides the non-essential radiations (spurious and harmonicsi of the individual
transmitters and the image and IF rejection of the receivers, there are four fundamental
causes of degradation of a system in cositing conditions.

3.1 Radiated out-of-band noise

Military rifliocommunications in the HF, VHF and UHF bands often employ wideband
cu,*gurations at both system and equipment level.

In such conditions, the level of out-of-bamd noise may be quite high and spread
over the channels assigned to the colocated receivers.

This noise radiated by the Tx antennas, if higher than the enivironmental noise,
produces desensitization of the receivers.

3.2 IMPenerated by coupling amon trasmittey s

If fA is the fundamental frequency of a transmit i.,r, the radiated harmonics have
frequencies

n.fA where n = 1, 2, 3 ......

:a the case of two coloorated transmitters operating over two di ffe rent antennas or
over the same antenna, in add i t i on to the harmonic.s i n tI rmodu I at i(n pr,,d u ts, I 1 i', hav i ng
frequene ies mfA + nfB will he gvnerated.
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The frequencies of the intermodulation products up to the fifth order are listed
laelow

2nd order fA + tB
3rd order 2fA + fB 2fB + fA
4th order 2fA + 2fB 3fA + fB 3fB + fA
5th order 3fA + 2fB 3fB + 2fA 4fA + fB 4fB + fA

In applications using wideband transmitters operating into wideband antennas it* is
necessary to reduce the level of such components dcwn to values that do not degpade the
performance of the colocated receivers tuned to any of the above frequencies.

The reduction of harmonics and even-order IM products is an easy task that can be
achieved by use of selectivity resources.

The situation is different for the odd-order TM products, in particular when low

values of Af are used between the operating frequencies.

For the case in subject, the products

2fA-fB 2fB-fA
3fA-2fB 3fB-2fA

have a frequency spacing f fA-fB aong each other and from. the fundamental
frequencies fA, fB.

Consequently, the reduction of such products is a problem of increasing difficulty
as Af decreases.

The assessment of the level of such products can also be a problem.

For two transmitters, operating into the same antenna through a multicoupler, the

level of intermodulation products caused by mutual coupling can be assessed by use of;
- conventional two-tone test (IMo)
- selectivity characteristicv of the multicoupler units

Such level, below the rated power level, is IMP = IMo + 2A where A is the
attenuation at the n. Afl%) point of the selectivity curve of the multicoupler unit
located between each transmitter and the wideband antenna.

The factor "n" is 1,2,.... for the IM components respectively of 3rd,- 5th,....
order.

For example, if

IMo = -40dB
A = -35d3 forAf = 5%
A = -50dB forAf = 10%

the level of the IM products will be

-40dB -70dB = -ll0dB below rated power level for the 3rd order
-40dB -OOdB = -140dB below rated power level for the 5th order

The above data are consistent with the test results.

3.3 Receiver desensitization

Receiver desensitization occurs when strong out-of-band interfering signals are
applied to the receiver front-end together with the desired signal.

The levelof the interfering signals is dependent on
- the isolation between the antenna of the co-located transmitter and the antenna

of the receiver;
- the selectivity introduced between the receiving antenna and the receiver;

If To is the level of interfering signal relativee to the IdB compression point of
the receiver, no sensitivity degradation occurs for interfering signals of level less
than To.

3.4 IMP and cross-modulation generated in the receivers front-end

The strong interfering signals from colocated transmitters generate intermodulation
products, IMP, in the receivers front-end due to the front-end non linearity.

These TM products have the same frequencies indicated in paragraph 3.2 for the
transmitters IMP and in this case too the problem is to eliminate front-end IMPs located
in the receiver channel, thereby capable of producing receiver desensitization.

Again, odd-order IMP are to be considered and in particular 3rd order components.

In case of two interfering signals of equal leel Pin (dBw), the level of
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intermodulation products is

IM(dBw) = 3 Pin(dBw) -2 IP(dBw) (2)

where IP is the 3rd order intercept point of the receiver front-end.

If the interfering signals are attenuated by a preselector filter inserted between
antenna and receiver

IM~dBw) 3 Pin eq (dBw) -2 IP(dBw)

where

Pin eq M - I (M-m)
3

M = Pin -A (Af)
m = Pin -A (2Af)

being A( f) the attenuation of the preselector at Af and A (2Af) at 2Af.

In addition to the 3rd order intermodulation products,- crossmodulation is a
different type of interference which eventually results in receiver desensitization.

Crossmodulation, whose effects are most important in radio systems operating in the
AM mode, consists in the translation of the modulation sidebands of a strong interfering
signal aroung the carrier frequency of the desired signal.

4. RESOURCES FOR COSITING SOLUTION

Resources are available for a solution to the cositing problem at both technical
and system engineering level, such as:

- High linearity of the transmitters power amplifiers
- High linearity and high dynamic range of receivers front-end
- Selectivity at both transmitter and receiver sides
- Optimization of isolation between transmitting and receiving antennas

- Exciters with low out-of-band noise power density

From the system point of view, other resources are available such as the use of
Interference Cancellation Systems (ICS) particularly suited for platforms where the
isolation between antennas is close to 0dB (Helicopters, submarines, ground vehicles).

Another resource to be used, particularly for SCRA type systems, is the enforcement
of a discipline for the time dedicated to transmission and reception, i.e. the adoption
of a time-frequency division concept on transmission and reception.

In this case, all transceivers are simultaneously on transmission in a given. time
At and simultaneously on reception in the subsequent At time interval.

This discipline prevents degradation of the receivers performance; the information
must necessarily be of digital type. The problems associated with the time-frequency
division architecture are balanced by the fact thatAf can be reduced to a minimum
(consequently the cositing factor is equal to I) and that the system has no degradation
even in ECCM-FH operation for all or part of the transceivers.

5. SYSTEM ARCHITECTURE FOUNDED ON SELECTIVITY AND LINEARITY RESOURCES

5.1 System configuration

Many configurations of communication systems operating in cositing conditions can
be sketched as shown in fig. 1, relative to a naval system using wideband antennas and
multicouplers for both transmission and reception functions.

As an example, the 2-12 MHz band will be considered.

The resources available to such system are:

- on the transmit side
* exciter with low out-of-band noise power density
* use of high selectivity characteristics post-selectors at low rf level
* use of high linearity WB power amplifiers
• use of high selectivity characteristics antenna multicoupler at high rf level

- on the receiving side
passive multicouplers

* high selectivity pre-selectors
. front-ends with high linearity and dynamic range.

5.2 System and equipment parameters

In the evaluation of the system in cositing conditions the following assumptions
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are made
- simplex operation

- isolation between transmitting and receiving antennas: -40dB
- minimum Af between operational frequencies : 5%
- colocation factor, CF

* in the 2 to 6MHz range: 57,6
• in the 2 to 12MHz range : 81,6

- channel availability
* N = 23 in the 2 to 6MHz range
* N = 41 in the 2 to 6MHz range

- environmental noise

Noise power density Noise power in the 3KHz BW
dBw/Hz dBw

2 MHz - 150 - 115

4 MHz - 160 - 125

12 MHz - 170 - 135

-Transmitting system
* RF power level (50 ohm) 1000 W (+30dBw)
* Two tone test IM (IMo) -40dB
• Exciter rf power level 100 mW (-lOdBw)
• Exciter out-of-band noise -140 dBw/Hz
* Post selector and antenna multicoupler
selectivity characteristics

- 35dB atAf = 5%
- 60dB atAf = 10%
- Receiving system

* Preselector selectivity characteristics:
same as post-selector

* Front-end 3rd order intercept point (IP) -1OdBw

5.3 Radiated out-of-band noise (fig. 2)

The exciter's out-of-band noise is reduced by the post-selector selectivity,
amplified by wideband amplifier and subsequently reduced by the multicoupler selectivity

The levels at the output of the above units are given in the table below

RF power noise power density(Af=5%)
dBw dBw/Hz

Exciter -10 -140

Post-selector -10 -175

P.A. +30 -135

Antenna MCPR +30 -170

If a 40dB isolation is assumed between Tx and Rx antennas the noise power density
at the receiver antenna is -2lOdBw/Hz, which is substantially lower than the
environmental noise.

Consequently, in the adopted configuration no degradation effects on the receiver
performance are present even in the case of simultaneous operation of more than one
transmitters.

5.4 Intermodulation products among trknsmitters (fig. 3)

The level of intermodulation products generated by mutual interference among
transmitters is given by

IMP = IMo + 2A = -40dB -70dB = -110dB (3rd order)
= -40dB -120dB = -160dB (5th order)

related to the rated 30dBw power level.

The level of the radiated iMP is -8OdBw and -130dBw respectively for 3rd order and
5th order products.

The level at the Rx antenna are -120dBw and -170dBw respectively.

Considering the noise power levels in a 3 KHz bandwidth, it is apparent that:
- the 5th order IMP do not produce any degradation;
- the 3rd order IMP are 5dB below noise in the lowest part of the band, 5dB
above at 4 MHz and 15dB above at 12 MHz.

In any case, degradation is introduced only f the receiver is tuned to the
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frequency of the IM product.

Frequency management can be used to avoid such occurrence; shift to the adjacent
channel is sufficient to prevent any degradation.

5.5 Harmonics

If the transmitter operating into 50 ohm features a 60dB harmonic attenuation due
to the selectivity of the antenna multicoupler, the radiated harmonics have a -120dB
level with respect to 30dBw, i.e. -90dBw.

At the receiving antenna the level is -130dBw consequently, in the band of interest

the situation is comparable with that already examined for the IM products.

5.6 Receivers Desensitization (fig. 4)

The RF power radiated by the transmitting antenna is attenuated by 40dB down to
-lOdBw at receiving antenna.

The preselector selectivity reduces the level of the interfering signal at the
receiver front-end down to -45dBw.

The receiver sensitivity is not degraded if the receiver 1dB compression point is
better than -40dBw.

5.7 Receiver front-end IMP (fig. 5)

If two transmitters operate at frequencies fA, fB such that the 3rd order IM
product has the same frequency of the desired signal, the receiver is desensitized
whenever the level of such product exceeds the noise power level in a 3 KHz bandwidth.

As seen before, the level of the interfering signal at the receiver antenna
is -10dBw.

If fA is spaced by Af =5% from the desired frequency and fB by Af = 10%, bearing
in mind that

M = Pin -35dB = -lOdBw -35dB = -45dBw
a = Pin -60dB = -10dBw -60dB = -70dBw

then IN = -l40dBw.

This intermodulation level is lower than the noise power level in 3 KHz bandwidth
consequently no degradation occurs.

5.8 Comments

The study of the potential causes for performance degradation in th- receivers
colocated with transmitters, even though limited to the HF band, is in general
applicable to the other frequency bands.

However, the following comments are in order.

As it concerns the out-of-band noise, as shown in 5.3, its level has been reduced
to negligible values forAf = 5%; it is safe to assume that normal operation is possible
withAf = 2,5%, halving the cositing factor.

It is to be borne in mind however, that such values have been obtained by
introducing the post-selector selectivity at low RF level and the antenna multicoupler
selectivity at high RF level.

The IM products are the most critical aspect of co-siting since they are generated
by the mutual interference between transmitters and non-linearity of the receivers
front-end.

Another source of IMP can be identified in the metal structures of the platform
which contain zones and elements that behave as non linear devices for the impinging RF
signals producing and radiating therefore harmonics and IM products.

However, the effect of the selectivity and linearity resources used for IMP
reduction has been clearly assessed.

Luckily, tIe identification of the radio channels victim of IM products is an easy
task and consequently frequency management measures are not difficult to implement.

6. IMPACT OF ECCM OPERATION WITH THE COSITING OF RADIO TERMINALS

The number of usable channels, i.e. non degraded channels, is drastically reduced
in cositing conditions by a factor which has been indicated as the "cositing factor".

This situation is difficult to handle also in operation at fixed frequency and in
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frequency bands where the choice of frequencies is constrained by other factors such as
propagation conditions, frequency assignment by international regulatory agencies, use
of the channel by other parties.

Obviously, the difficulties increase as the number of operating channels approaches
that of the available channels.

When ECCM techniques (such as frequency hopping) must be used in systems under
cositing conditions, all the above problems are magnifiud and in some frequency ranges,
a limit situation may be reached for the syst.em feasibility.

On the other side, cositing may he a conditioning factor in the selection of the
ECCM techniques or parameters, when protec,'ted ECCN radio channels must coexist with
fixed-frequency radio channels, a situation typical of naval platforms in the HF and UHF
band.

The ECCM-FH parameter whit.h most suffers {'rom tte constrairtts set by the ,o iit ing
is the segregation of the hopping set in a limited band (e.g. 10-15% of ce-ntral
frequency) protected by the selectivity of art ad-hot:" multicoupler unit.

Another ECCM area influenced by cositing is that of the hopping sequences
orthogonal in the time/frequency domains, even t.hugh frequency management can be
implemented to achieve coexistence among the different ECCM nets and the fixed frequency
channels.

7. IDENTIFICATION OF COSITING PARAMETERS FOR COMPUTER SIMULATION

7.1 General

In many istances, the cositing situations can be very effectively handled by means
of computer simulations, particularly in rases where the cositing factor is much greater
than I and the number of operating radio channels is very close to that of the available
channels : N z No/CF

The computer simulation objective is the assignment to all users, located on the
same platform, of fixed frequency values (or sets of frequencies for FH nets) selected
among a set of available frequencies so that. the levels of the interfering signals do
not exceed some specified values.

In the previous paragraphs these values and the target characteristics of the
transmitting and receiving equipment in a cositing environment have been assessed by
using simple mathematical calculations.

The impact of these parameters on the choice of the assiknable frequencies will be
briefly analysed for the various fields of this specific type of modelling.

7.2 Models description for different objectives

The overal I production of the frequency management software can be divided into
three main different types, as it will be shown in the following:

a) frequency assignment. :
it consists of the optimum management of the overall available frequency band
among different users operating on the same platform.
It is a typical operative research problem in which the resources are the
frequencies the users are the nets and the constraints that drive the
assignments are constituted by the minimization of the probability of
interference between the nets.
In order to optimize the assignments the order of the requests, that is the
order in which the var_.ous nets enter the research tree, is very important. For
this purpose a sort of "incompatibility matrix" is constructed, in which in the
i-j element a coefficient that qualifies the compatibility between the ith and
jth request is present.
The minimum value is attributed if the two equipment i and j are colocated in
the same platform whereas the maximum corresponds to a situation in which the
distance between the two nets is larger than the frequency reuse distance.
Through a sort of processing of these coefficients it is possible to determine
the order of frequency assignment among the N nets.
In the general case in whit'h both fixed-frequency and FH operations coexist, the
fixed frequency assignment is perform,,d first and then the hopsets for the F1
nets are allocated, taking into account the lockout. frequencie, utilised by the
fixed-frequency equipment.

b) up-dating :
this procedure is performed ir ord-r to assign individual frequencies to further
requests when a planned situation is already operational for the previous users.
It also provides a verification on the impact produced on an already optimized
system by mandatory changes of frequencies.
This is only a particular case of the general procedure of the above frequency
assignment and it is performed with the same 'riteria, with the exception that
no construction of the incompatibility mat rix is necessary since no priority is
necessary.
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c) forecasting
This is an aspect quite different from the previous two and it represents a
useful tool when an operational scenario has to be analysed in order to set
suitability for a class of equipment.
In this case, the frequency management is only the first phase of the algorithm,
whereas in the second phase the level of interference for a certain radio link
is evaluated assuming the worst-case conditions if the activity factor for the
other radios is a random variable.

7.3 Input/output characterization

The algorithms can be defined through their lists of input and output parameters
and through the characterization of the constraints that determine the assignment or
non-assignment of a frequency (or an hop-set) to each net.

a) Input data :
The input data can be subdivided into technical data and operational data : the
first related to the type of equipment and the second,to the type of assignment.
As it concerns the technical data, they have been discussed in para. 5 and they
could be Rlso considered embedded program parameters, depending on how the
computer model is addressed to the specific problem.

A list of such parameters includes:
- transmitter power

- antenna gain
- linearity characteristics of the transmitting equipment
- sensitivity

- selectivity
- coupling factors
- out-of-band noise
- simplex or duplex operation
- receiving system parameters
- fixed-frequency or FH operation
- location of the equipment

As it concerns the operational data, they are generally related to the
utilization of the link and typically, they specify, if it is permanent,
temporary or preassigned and what is the set of the allowed frequencies for each
request.

b) Output data
They are different for the three kinds of algorithms.
For the frequency assignment the output consists on a table that establishes a
correspondence between each request and the usable frequency or hop-set and
provides some information related to any relaxation of the imposed constraints.
As it concerns the up-dating program, the output consists on the list of all the
available frequencies associated with a quality coefficient for any additional
request or all the alternative frequency values corresposnding to all the
desired changes.
For the forecasting program, the output consists on an evaluation of same
performance parameters that depend on what has to be optimized.
These parameters, typically, consists of:
- Anti-interference margin against the number of users with and without

frequency management
- BER against the communication range
- Processing Gain required against the number of users

c) Constraint parameters :
As said before, the relationship between input and output data is defined by a
certain number of constraints that drive the assignment and that consist of:
- intermodulation products : for each request the possibility to generate IMPs

with any other already assigned frequency is evaluated, and the amount of the
interfering power (if any) is evaluated and compared with the target values
(see para 5.4)

- harmonics : for each request the effect of the harmonics on the other nets is
calculated and compared with the maximum allowed values (para. 5.5)

- minimum frequency separation : it is an input datum if the software is not
dedicated and it depends on the used channelization, on the front-end
characteristics of the receivers and on the out-of-band noise of the
transmitters. For each request any possibile value of assignable frequencies
has to maintain the minimum frequency distance from the other nets. In the
frequency assignment algorithm this evaluation is performed during the
construction of the compatibility matrix.

- Re-use criteria : it is prespnt when the platform size is large enough to
permit the use of the same frequency by two different nets.

In order to calculate the interfering power levels relative to any receiver, a
propagation model is adopted that takes into account the environmental noise, the type
of terrain and the antenna heights.

Tn the system operating in AM mode, mor-.over, a particular importance has to be
given to the effects of cross-modulation.
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8. CONCLUSION

The causes of radio communication channels degradation have been considered and
numerical examples shown to allow us to choose appropriate resources to mitigate the
cositing effects.

The identification of cositing parameters is prerequisite to the solution of the
cositing and frequency management problems achieved by the use of a versatile and
rigorous tool capable of handling complex and diversified situations and producing
highly reliable data.
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INTYREODULATION INTERFERENCES IN RADIO SYSTEMS
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Sumiary: The phenomenon of intermodulation is introduced first. The origins of
intermodulation interference in a radio communication systems are considered.
Mechanisms responsible for this interference, for example, ferromagnetic nonlinearity
and electron tunnelling are considered, and a model based on a metal-semiconductor
rectifying junction is suggested. An experimental setup for measuring intermodulation
levels of specially treated test samples and the operating procedures are then
described. A general principle to overcome the structural intermodulation problem is
outlined. Experimental results for some chemical and metallic coatings ,and their
merits are presented next. Lastly, the usefulness of monitoring the background
intermodulation level of a test site is given. In conclusion, the joint effect is the
first order factor in determining the degree of seriousness of the intermodulation
problem and the use of high conductivity coating provides the most feasible solution.

1 Introduction

When twv or more radio frequency signals fi, fz, ... fn are mixed in a device with
non-linear transfer characteristic, spurious frequency components, fin, will be
generated and are called Intermodulation Products ( IMP ).

fis arj given by :

ff az aifl + U2f2 ........ anfn

where at, a2,... an are either zero or which may be positive or negative integers and
a1 + as + ... an ) is the order of the intermodulation product. In general, the
amplitudes of lower order IMPs are larger than the higher order IMPs. However,
exp riuentel results I) have shown that products upto eleventh order or even higher
can hsa adverse effects on the performance of communication systems.

2 Backgroud for investigations

The problems of intermodulation interference in radio communication services are
getting more and more serious because of the increasing demands on the available
electromagnetic spectrum. As the number of channels increase, the number of IMP
increases at a prodigious rate. Intermodulation frequency free planning has been en
important and difficult task for communication service planners. Extensive work [2 -
4] have been done on deriving :Igorithms to calculate the amplitudes and frequency
components of the intermodulation products for a given set of input frequencies. The
time taken to carry out these calculations are very long for planning a large
communication service, such as a cellular mobile radio communication network. The
applications of high speed computers or parallel processing computers could reduce the
time requirement.

Basically, intermodulation interference ( INI ) can be divided into two types. First,
those due to active devices in the communication systems, such as the non-linearity of
the power amplifiers in the transmitters where common antennas are employed, and
overloading of the receiver front-end. The second type is due to the passive
components in the communication systems and these include cables, feeders, aerials and
the supporting structures.

Effective methods have been found to solve the problems of the active type by careful
shielding of equipments, using filters in the transmitter outputs and receiver inputs.
However, the passive type is a much more intractable problem, and once generated,
cannot be removed by filtering.

2 Camse of Passive Istermodulatiom Interferences

There are two major causes for the generation of passive interaodulation products,
namely non-linear junction effect and B/H non-linearity which is inherent in any
ferromagnetic material.

Investigations into the ferromagnetic nonlinearity effects [5,6] have identified that
radio frequency connectors with nickel-plating can cause high levels of IMI and are not
recommended for use in systems carrying large radio frequency currents and susceptible
to latermoduletion interference. Bette and Ebenezer [7) found that steel supporting
structures for aerials were also a source of problems. However, ferromagnetic
mon-linearity of a bulk material is only a second order effect. The prime factor is
the mon-linear Junction effect.
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The non-lin-ar current/voltage characteristics of a rusty joint
metal-oxide-metal junction) has been assumed by many researchers to be due to electrons
tunnelling through the oxide layer. Tunnelling phenomena has been a hot topic among
solid state physicists [8-10]. Higa [11] tried to explain the spurious signals
generated on large reflector antennas by tunnelling of electrons through
aluminium-aluminium oxide-aluminium junctions. Though Guenzer [12] from Naval Research
Laboratory, Washington, expressed doubts on Higa's arguments. Woody et al [13]
carried out a research program on Metal-Insulator-Metal (MIM) Junctions as a Surface
Source of Intermodulation. They found that researchers could not agree to the correct
form of the tunnelling equation and more important, the simple electron tunnelling
model would not be able to predict IMP levels in real life situations due to their
inherent complexities. They adapted an experimental approach and developed an
empirical model based on measurements of representative MIM junctions. Their findings
also confirmed that MIM junctions can generate IMPs that are much higher that IMPs
generated by coaxial cables and connectors. Also they found that many junctions have
very unstable IMPs which were neither predictable nor repeatable.

According to quantum theory, the probability of an electron tunnelling through a
barrier is inversely proportional to the exponential of the thickness of the insulating
layer. An insulating layer of thickness greater than 100 1 is impenetrable for
electrons. We are not saying that electron tunnelling cannot be a candidate. For
example, aluminium oxide has a film thickness of around 20 X and tunnelling could be
responsible for the observed nonlinear current/voltage characteristic of aluninium-alu-
minium oxide-aluminium junction.

Structural steel forms various iron oxides when exposed to tie atmosphere. The
thickness of these oxides are significantly larger than 100 A. We suspect that in this
case the nonlinear current/voltage characteristic might be due to junction effect
instead of tunnelling; i.e. rectifying junction effect due to metal-semiconductor
contacts. It has been shown that conductivity of transition metal oxides can be very
high [14). For example, at room temperature, the conductivity of FeO is about 20 Sm-'
Fe304 is nearly metallic, though Fe203 has a conductivity of order only around 10-
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Sm- . High conductivity is dominated by nonstochiometry of the lattice structure.
Conduction in undoped material will have contributions from both donors and acceptors.
For cuprous oxide, the conductivity(o) even has an oxygen pressure(P) dependence of d"
Pn, where n assumes values from 1/7 to 1/8.

4 Experiments

4.1 General

Various techniques have been proposed to overcome the intermodulation problem. They
all employed the principle of providing an alternative radio frequency path to the
rusty junction. There were particular interests in the chemical approach [15], using
high dielectric materials. Their argument is based on modelling the non-linear
junction as two back-to-back diodes. Putting high dielectric coating on the joint
provides a shunt capacitance across it and at high frequency, this capacitance bypasses
most of the induced radio frequency current. However, their results have shown that no
significant improvements had been achieved. This might be due to the relatively small
ratio of dielectric constants between the coating and air, hence there is always
incoming wave transmitted into the corroded metal. There could also be adhesion problem
of the coatings as well.

4.2 Measurement techniques and experimental procedure

The block diagram of the test setup is shown in figure(l). The two fundamental
frequencies are generated by two synthesized signal generators. Power amplifiers are
used to give an output of around 50 Watts for each signal. Harmonics generated in the
amplifiers are removed by the high-Q cavity resonant filters connected to the outputs
of the amplifiers. These signals are then fed into the combining unit by
half-wavelength coaxial cables in order to avoid line resonance effects. Filter unit 3
is tuned to the IMP frequency ( 2f2-fl ) which rejects any signals at the fundamental
frequencies. A dynamic range down to -110 dBa can be measured by the spectrum
analyser. The fundamental signals are terminated by 100 metres of RG214 cable which
acts a linear dummy load. The Intermodulstion signal is terminated equally by this
linear load and the spectrum analyser. With this setup, a signal to intermodulation
level ratio of better than 150 dB can be measured.

Before any experiment is carried out, the teat setup has to be calibrated. The filters
are tuned to their respective resonant frequency and the power amplifier outputs are
fixed at 50 Watts. With a cledn cylindrical copper sample in the test cell, the
background level of the IMP frequency was measured.

Repeatability is tested by measuring the IMP levels of the same sample for several
times. We found that variations in results were normally less than 10 dB. This might be
due to change in temperature, microstructures of the contact surfaces etc. However, by
doing sufficient number of measurements with each sample, a statistical mean level
should be achievable. Samples could then be compared with each other for IMP
performance using these mean IMP levels.
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5 Results

5.1 Experiment Conditions

All measurements were made under the following conditions

fi = 155.2125 MHz, f2 = 152.0875 MHz, ft. 148.9625 MHz.

Power level of each input signal is 50 Watts ( approximately +47 dBu ).
The spectrum analyser reading error is +/- I dBm.

Samples were corroded by the electrolysis of artificial sea water, with an anodic
potential of around 500 mV ( versus hydrogen electrode ) for 24 hours, unless stated
otherwise.

5.2 Experimental results

Initially, the work at City University was to evaluate the use of a graphite-based
coating, since graphite would not form an oxide film when it is corroded. Unfortunately
the conductivity of the coating is not good enough to stop radio frequency currents
from penetrating into the bulk of steel structures. Results are shown in figure(3).

After suspending the work on the graphite-based coating, we turned our attention to
various metal platings. An approach to prevent intermodulation caused by the
ferromagnetic nature of steel was to galvanise steel, for initial protection, then
plate a layer of a more noble metal such as silver ( or copper, tin, etc ) on top of
the zinc layer. The reason for the top layer was because the corrosion product of zinc
could cause some intermodulation product while those of silver did not ( or to a lesser
extent because they are more conducting).

From figure(4), it can be seen that double-layer plated samples all had an initial
intermodulation level of above 90 dBn, i.e. around 10 dBm lower than clean steel
sample, and their intermodulation values after corrosion were also around 10 dBm better
than corroded steel sample. It appears that the better intermodulation values after
corrosion for the double-layer plated samples were due to their better initial
intermodulation values, and the surface corrosion products of copper, zinc, silver and
iron all produced similar amount of deterioration in intermodulation performance.
However, the surface corrosion product could be eliminated by adding a layer of coating
which does not form any solid oxides on the surface of the original high conductivity
coatings ( see figure(5) ).

In order to make comparison with the joint effect, joint samples ( see figure(2)
were made and were corroded for intermodulation measurements. By doing this, we were
able to convince ourselves that the rusty joint is a first order effect in
intermodulation generations ( see figure(6) ), although the ferromagnetic effects of
steel are still important. However, according to the British Standard BS 5493
protective coating of iron and steel structures against corrosions ) and BS 729
hot-dipping galvenised coating on iron and steel articles ), it is required that for
steel structures of thickness greater than 5 mm, the zinc coating must have a thickness
not less than 86 microns, which is seventeen times the skin-depth for copper at the
frequency that we are using.

For a new antenna tower, the structural elements are galvanised. However, the joints
between structure elements could lose their initial protection during construction of
the tower, and suffer more rapid deterioration giving rise to corrosion due to fretting
at the Joint. Moreover, a joint will tend to be a moisture trap. Corrosion at these
Joints can probably be assumed to be the major source of intermodulation.

Our approach to solve the intermodulation problem is to offer an alternative high
conductivity path to r.f. current ( see figure(7) ). An initial experiment involved
the covering of a corroded cylindrical steel sample with zinc coating ( by
electroplating ) was done, and the intermodulation level of the sample was very close
to the system floor level ( see figure(8) ).

The problem now is to develop a practical way to carry out the metallic coating of the
joints. The methods being considered are metal spraying and electroless plating.

It was also found that metal-based paints would not work because the bulk conductivity
of the paint is much less than the metal. An experiment was carried out using
silver-based paint with volume resistivity equal to 10- 5 a. In this case, the
intermodulation level dropped from -50 dBu to -65 dam.

Although the absolute value of -65 d~m is still high, but an improvement of 15 dBm is a
convincing argument for intermodulation reduction by covering the rusty joint with a
continuous layer of high conductivity material, i.e. metal.
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6 Data Acquisitiom

It is necessary to subject the proposed coating under field trial before a definite
judgement of the viability of the coating can be made. Provision has been made to
allow remote data logging and data transfer from the remote test site back to the
university. Moreover, the data logging system will be used to gather information
about the effect of weather conditions on the variations of the background
intermodulation level. This is particular useful as it will provide us with an
intermodulation signature of the test site. It might even be possible to further
develop the techniques and associated statistical software so that the hardware/soft-
ware system can be transported to any operational site to carry out a
site-intermodulation signature analysis, and the feasibility of putting up more
services in that site can then be determined.

7 Coclusioms

This paper describes the research programme aiming to provide a practical engineering
solution of suppressing structural intermodulation interferences. The results will be
useful not just to mobile radio communication services, but to satellite communication
or any radio installation where intermodulation effects are prevalent due to a
multiplicity of systems. A brief survey was done on the mechanism of structural
intermodulation. We suggested a more probable mechanism based on metal-semiconductor
rectifying effect. Further work will be done to prove it.
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AUTOMATING THE DECONFLICTION OF JAMMING AND SPECTRUM MANAGEMENT
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Summary.

Powerful airborne and ground based jammers are being fielded by all services
and nations as part of their intelligence/EW combat capability. For their
survivability, these I/EW systems operate far from the FLOT; this creates rather
large denial areas to friendly forces when they jam. Manual coordination between
/EW managers and spectrum managers is not practical to take on targets of
opportunities or track the intended enemy victims when these victims counter by
frequency maneuvers. Two possible architectures, one centralized, the other
decentralized, are explored as is the applicability of the EMC software developed
for the US Army ATFES pilot program. The proposed approach is to apply the principles
of the Joint Restricted Frequency List (JRFL) and coordination via an Army derivative
of the Joint Commanders EW Staff (JCEWS). The initial simplified software to
demonstrate the computer aided coordination at VHF is explained.

Background (Fig 1).

This paper is a continuation of the previous paper at this meeting, Ref 1, where
the overall US Army program in the Automated Battlefield Spectrum Management and
Engineering (ABSME) and its test bed, the Army Automated Tactical Frequency
Engineering System (ATFES) are explained.

Figure 2 outlines how the competing goals of the spectrum management community
and the intelligence/electronic warfare create the need for EW deconfliction or
EW fracticide resolution. Fortunately, the tool is the normal electromagnetic
compatibility (EMC) analysis.

Overuse of spectrum by friendly forces limits the electronic surveillance
capability of the friendly force intelligence units while activation of friendly
force jammers and/or decoys degrade the performance of friendly force communications
and electronic equipment.

In static situations, and when there Is plenty of time to preplan the locations
of possible victims from preplanned jammer or electronic surveillance sites, there
is no problem demonstrating good deconfliction capability. One can make use of
the types of EMC analyses available on personal computers or more sophisticated
computers (such as the ATFES family) capable of running integrated EMC interference
software such as the OFFSITE S/I module. The goal of automation is to provide
decision aids so that within minutes and eventually seconds after electronic
intelligence/surveillance systems locate and identify priority enemy victim systems,
these victims can be engaged electronically with minimum impact on friendly force
communications and electronic systems.

A graphic description of the friendly force (i.e., blue) jamming problem with
oversimplified antenna patterns and propagation assumptions is at Figure 3. Simple
cardiod antenna patterns are assumed. Propagation loss is based on square of distance
and the assumption is that interference or jamming destroys the mission of an enemy
(i.e., orange) or friendly force blue conventional receiver when the jammer signal
level equals or exceeds the wanted signal. Hence, the EW deconfliction process'
aim is to minimize the blue denial area or at least recognize it and work around
it. Precise calculations can be made for any specific case with the previously
mentioned software capability called OFFSITE S/I (in the case of ATFES as described
in the previous paper). Area calculations can be made with another ATFES module
called Line of Sight Area Coverage (LOSAC).

How real is the situation? It would be worthwhile to look at some unclassified
literature in defense oriented periodicals. Figure 4 is a summary of an article
published in the local Fort Monmouth newspaper. It shows substantial deployment
to the European theater. QUICK FIX is airborne. TACJAM can engage three victims
simultaneously. For readers of Defense Electronics, a high powered amplifier called
PIRANHA, which the US Army procured for training on VHF jamming, is being advertised
as a jammer. Another training-in-peacetime, jammer-in-wartime equipment mentioned
in current defense oriented literature Is the Heliborne Applique Communication Jammer
which is advertised at 130 watts; compare this to the normal airborne communications
radio rated at about 10 watts. Figure 5 is a summary of the NATO planning and shows
the technology for jamming which is readily available. An extract of the Russian
air defense weapons article which appeared in the same issue is at the bottom of
this figure. This shows why airborne jammers face survivability issues unless they
operate far from the Forward Line of Troops (FLOT).

Figure 6 summarizes the unclassified characteristics of two of the ground based
Jammers mentioned in Figure 4. Figure 7 summarizes the unclassified characteristics
of an airborne jammer. Note that both are present in substantial numbers in a US
division. Ref 2 has a fairly complete and unclassified description of the worldwide
EW assets of most nations and reinforces the picture of powerful capabilities deployed
among tactical forces.
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Figure 8 provides some blanks which each signal officer, EW officer, air defender
or artillery man can fill in with his own engineering judgement. My judgement is
that to seconds fits the blanks; similarly, a ground based jammer closer
than i0--kilometers will invite simple (i.e., without homing capability) but effective
enemy artillery fire and I would rate probability-of-kill at percent.

The "bottom line" of all this is that deconfliction resolution is important
to military operations and, unless tt is automated, it will not be responsive to
the mobility of modern military forces. The alternative is to move closer to the
FLOT and use the jam and skoot-before-you-are-targeted. The merit of such interim
jamming is subject to effectiveness debate; the alternative here is to use coordinated
multiple jammers against multiple targets, but this creates quite a control problem.
Another argument against getting too close to the FLOT is the much greater target
engagement area offered from a powerful rear area jammer, e.g., more than a whole
division front.

Figure 9 outlines the US DOD efforts in deconfliction as part of the spectrum
management contribution to the C3 countermeasures (C3CM) process. Deconfliction
was empasized the the representatives of the Joint Chiefs of Staff (JCS) and the
Joint Electronic Warfare Center (JEWC) who recognized that the spectrum managers
already had a plateful of enigmas to solve for the electronic battlefield.

Figure 10 summarizes the essential results of the study and lists the ongoing
efforts by each US service in automating spectrum management. The study called
for interoperability among the automated systems, but recognized that service-unique
requirements negated attempts at common hardware and software. It was felt that,
whereas a data base on static civil and military facilities could be centrally
maintained, it would be impractical for tactical spectrum dependent equipment, and,
in light of the progress being made in computer interoperability, within echelon
processing of a distributed data base was the prudent solution.

Figure 11 lists some of the ongoing groundwork as of a year ago. It should
be noted that the US/NATO Joint Interoperability Tactical Command and Control System
(JINTACCS) message formats have been developed for the command and EW community;
there was limited participation by the spectrum management community.

Options.

There are several options for organizing the deconfliction process. One is
to centralize the process in the maneuver commander's decision aid ADP systems.
This has the advantage of enabling the command staff to execute risk analysis of
kill vs jam. The programatic disadvantages are listed in Figure 12, but the emphasis
on tigh. management might make this the better option for the future.

The decentralized option follows the TAFAAS approach about forming an ad-hoc
C3CM or Joint Commanders Electronic Warfare Staff (JCEWS) and depends on distributed
processing and interoperability to integrate the deconfliction process. A recent
publication by JEWC (ref 3) reflects this approach. It will be shown that both
approaches depend on interoperability and distributed processing of distributed
data bases.

Going back to the five mission oriented view used by the US Army and very well
explained in Ref 5, Figure 13 outlines how the decentralized option could be
implemented by using remotes at the G3 EW section. Note that there is no direct
electrical connection between remotes. This is a "quick-fix" to avoid the problem
of different security levels which would probably still be maintained in wartime.
This "quick-fix" would disappear when a multilevel secure capability is implemented
in some future communications system.

Also note that each community has to be interoperable with its higher and lower
echelon members and with its peers in other services and allied forces. To prevent
overloading the spectrum manager of a given echelon with security problems, e.g.,
at corps, the ground rule being advocated is that his only connection to the
intelligence/electronic warfare community should be via his counterpart at his own
echelon, i.e., corps intelligence/EW.

Role and mission R&D is required to resolve interoperability between tactical
computer systems whose main functions are spectrum management of friendly force
communications and electronic systems and tactical computer systems whose main
functions are fusing data from a variety of intelligence sources and providing
tradeoff type decision aids for electronic engagement of selected targets.

Some definitions are in order with regard to the Restricted Frequency List (RFL)
and are attached at Appendix A. They are summarized in Figure 14. It must be noted
that the definitions originated in the context of jamming single frequency channel
(SC) ground and airborne combat net radio (CNR) equipment; e.g., groundwave HF up
to about 400 MHz in UHF. There is a same doubt about expanding the concept to the
whole of military spectrum dependent equipment but it seems logical to this author.

Figure ]5 is extracted from a Quadripartite Standardization Agreement, QSTAG
723, on Deconfliction. It has been studied by the JEWC who added that there was
a time dependence or priority to be taken into account as explained in the appendix.
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The figure implies that the doctrine is already in place, namely the EW community
can jam any frequency and/or frequency band not on the Restricted Frequency List
without further checking. If time is available, the spectrum management community
should be informed. This doctrine can then be interpreted to show that the major
role of the spectrum management community is to maintain the currency of the data
on the Restricted Frequency List, as shown in Figure 16. This is the basis for
the approach taken with the VHF deconfliction demonstration to be discussed later.

When time is available, the jamming of guarded and protected frequencies should
be negotiated with the C-E section and/or the communications system spectrum managers.
Jamming a TABOO frequency probably requires negotiation with higher authorities.
It must be noted that the frequencies in use by selected enemy force units may be
unknown during the planning stages and are found only after the combat operation
starts. Alternatively, during combat operations, targets of opportunity with high
priority for C3CM may be identified and targeted for electronic attack. In both
cases, the enemy victims would probably respond by geographic and spectrum maneuvers
and lead the jammers into a chase game.

A quick look at the centralized option is in order before going further. Figure
17 is an adaptation in Army structure of the work which the US Air Force R&D community
is developing for a C3CM Battle Management Decision Aid program; the software includes
a Frequency Analysis Aid for EW deconfliction. The Army ABSME program has limited
itself to a study for an EW DEconfliction Management Subsystem which will be issued
later in this year. Developers of US Army concepts and doctrine will be briefed
on this study to determine which parts are operationally acceptable and/or should
be rejected.

In this candidate, the spectrum management and the I/EW community feed information
up to the maneuver commander's decision aids for tradeoff analysis of kill vs jam
and then the command staff is able to analyze airborne vs ground jamming and, if
airborne, use US Army assets or request US Air Force assets.

The bottom of this figure shows an interoperability need line which the author
has been proposing as the way for the spectrum management community to effectively
cope with enemy jamming.

One of the benefits which the spectrum management community could derive from
being tied to the I/EW community is that the Army electronic surveillance assets
could alert the spectrum management community of jammer activation. Figure 18 lists
two of the systems (which were mentioned in Figure 4) which nominate enemy jammers
as one of their targets for location and identification.

Before moving on to the actual capabilities developed, a heuristic summary is
in order per Figure 19. If it is too late to standardize on exchangeable mass storage
media, it is a missed opportunity as an effective alternate to electrical transmission
of large files of data.

As stated in the previous paper, Ref 1, the EMC software available from EMC
consultants and/or military spectrum management ADP aids are more than adequate
for most cases. In the case of the ABSME effort, the OFFSITE S/I software is probably
more than adequate for maneuvering force-on-force electronic engagements. Hence,
the current emphasis is on interoperability between the two communities and their
ADP systems.

Field Evaluation.

Obviously, there are too many missing parts to run a complete EW deconfliction
resolution test bed. The philosophy adopted is outlined in Figure 20, essentially
make whatever progress the state of the available systems permit.

The short term goals (to be consistent with very limited funding) was to
demonstrate the ability of keeping the VHF part of the Restricted Frequency List
as current as possible and sharing annotated VHF frequency assignments with the
I/EW community as shown in Figure 21. When time is available in the deconfliction
process, usually only during the planning stages, the ATFES EMC software capabilities,
essentially OFFSITE S/I and LOSAC could be used to provide EMC analysis.

The experiment was developed for a stand alone division basis; it was assumed
that the EW section and the C-E section of the G3 (operations) staff had the missions
and authorities listed in Figure 21 and used interim personal computers (IPC) at
a distributed command post to coordinate their decisons.
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VHF DECON.

Figure 22 shows the demonstration setup. As shown in Figure 3, a blue jammer
attempting to jam an organge link denies substantial area of spectrum use on the
blue side. Software capabilities discussed in the previous paper, such as OFFSITE
S/I or LOSAC II can make accurate EMC analyses if the characteristics of the antennas,
the transmitter and the unintentional victims are known. What is missing is the
ability to maintain the data base on friendly force frequency assignments as current
as possible with regard to restrictions so that EW deconfliction analysis (or
fracticide resolution) can be executed in the G3 (operations) part of the corps or
division CEOI. Maintaining the status of each frequency assignment in the Restricted
Frequency List is, therefore, the major contribution by the distributed spectrum
management community.

Although the effort started with the VHF (30 to 88 MHz) band, the principles
are essentially applicable to all bands. The VHF DECON demonstration was based on
simple software using an off-the-shelf data base management system (ORACLE SQL) with
the users having the option to call on other ATFES software for more detailed analysis.

Figure 22 outlines the types of interactions which this simple setup can
demonstrate. Once these capabilities are demonstrated in the field, the principles
will be expanded to all other frequency bands and spectrum usage.

The criteria for success is timeliness to execute the electronic attack and defense
for the case of the targets of opportunities and unexpected activation of enemy
jammers.

Conclusions.

The problem of EW deconfliction has many players and lots of studies and analysis.
The spectrum management community is now working to standardize the approach among
combined and joint forces. The demonstration developed by the US Army has been
successsful in a wired up environment. Its ability to operate in an environment
based on tactical communications among distributed organizations has yet to be proven.

The major foreseen problem is one of secure interoperability, not sophistication
of EMC analysis. As summarized in Figure 24, this leads to the case of meeting
international and national standardization actions, most of which are still evolving.
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PIG 1
AGARD CONFERENCE. 26-30 OCTOBER 1987

THEME: EFFECTS OF ELECTROMAGNETIC NOISE AND INTERFERENCE

ON PERFORMANCE OF MILITARY RADIO COMMUNICATIONS SYSTEMS

PAPER #35: AUTOMATING THE DECONFLICTION OF JAMMING AND SPECTRUM

MANAGEMENT

SAMUEL M. SEGNER

US ARMY COMMUNICATIONS-ELECTROICS COMMAND

FORT MONMOUTH, NEW JERSEY 07703

A STUDY AND ANALYSIS SUBJECT OF THE US ARMY AUTOMATED BATTLEPIELD

SPECTRUM MANAGEMENT AND ENGINEERING (ABSME) PROGRAM.

PIG 2

COMPETING GOALS FOR USE OF SPECTRUM

* FREQUENCY SPECTRUM MANAOEMENT/ENGINEERING FOR:

- EFFICIENT/OPTIMUM USE OF THE AVAILABLE FREQUENCY

SPECTRUM FOR:

- COMMAND CONTROL COMMUNICATIONS EQUIPMENT

- WEAPONS SYSTEMS ELECTRONICS

- MILITARY AVIONICS

- TAKING INTO ACCOUNT:

- !9ACETIME VS WARTIME AVAILABILITY

- ECCM MODES OF EACH C-E EQUIPMENT:

- POWER BOOST

- SPREAD SPECTRUM

- FREQUENCY HOPPING (ECM AVOIDANCE)

- DIRECT SEQUENCE (ECM PROCESSOR)

* INTELLIGENCE/ELECTRONIC WARFARE MANAGEMENT/ENGINEERING FOR:

- ELECTRONIC SURVEILLANCE(PASSIVE LOCATION/IDENTIFICATION)

- ELECTRONIC ENGAGEMENT

- JAM - DECOY
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I/EW SYSTEMS FOR ECM VS C3 SYSTEMS"_

• TRAFFIC JAM AN/TLQ-17A(VI): MEDIUM POWER

USAREUR: 16; FORSCOMZ " ; EUSA: 03

* QUICK FIX IB (EH-lH) AG/GLR-9 RCVR & AN/TLQ-17A(V')

USAREUR: 14; FOR3COM: 03; EUSA: 03

• TACJAM AN/MLQ-3: 3 SIG HI PWR & 37' MAGIC MAST

USAREUR: 12; FORSCOM: 02

" TRAILBLAZER AN/TSQ-IlOA: 5 STATION INTERCEPT, 50' MAGIC MAST

USAREUR: 03

0 TEAMMATE AN/TRQ-32(V
) 
INTERCEPT, 25' QUICK ERECT

USAREUR: 12

-16 NOV 84, PG 6, MONMOUTH MESSAGE

FIG 5

DEFENSE ELECTRONICS, SEP 86

PG 18: "NATO EW TRAINING PROGRAM ENTERS PHASE .["

MULTISERVICE EW SUPPORT GROUP ----------

3 AIRCRAFT --------- EARLY 90'S

PHASE IIA: RADAR JAMMERS

HF, VHF, UHF COMM JAMMERS

PHASE III: GROUND BASED JAMMERS

FG 136: TABLE "SOVIET BASED WEAPONS"

SA 7 GRAIL 7 KM

SA 6 GAINFUL 33 KM

SA 12 GLADIATOR 100 KM

FIG 6

AN/MLQ-34 TACJAM

Descrlpfton: ANITLO-17 TRAFFIC JAM
The AuT0-34 Is a communicalons lemer.
flut can lam even twom, simm sty. Descrptlon:
Rapid set-up and tear-down, tWte higlnable ground booed ECU system eel The AnTlO-17 couaniermeaawe

Sesetm gsl ed driisundsgd 4 heatquickw erect w = =,gond*fdivr n cmuletos. A modem unmel.
se-boar generaIdgitty INbl place o ci equtpnn

hbidi us" slo*MhP i ld
O :le or oceme todndque
The system s deptoyab me aSystem Organization and separate uite leeg-mued

Operations: IeaNer or me hellmiptrbm
2 systems per searat Arnnoed Coevyco ses capobfty.
Raentisutgole System Organization and3 systwems per Olvlon Operations:

3 syshmem per Cor"p 2so n nn ed Cavry

3 systems per DMeton
9 system per Conne
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FIG 7

EH-60 QUICK FIX

Descripton:
The EH40 Is a hSee System Organization and

Intended to PCd -ctI wal*
Ulg'11eand.. E emIoIn Warr Operations:
" tor Islb Arm~y. Thee Wav 3 alrusel pmr Olvaon
Initzerpt, sam n anjde4 alrcraf p Armred Coval y

rion lndlng capablities and Inltw- RgIfimlmffe
laces with shoer atome and

ound units vb secure voice and Targets:
,ainks. Single channel tactical radlos and

communications jammews.

FIG 8

JAMMER TRADEOFF/SURVIVABILITY ISSUES

" WITHIN ____SECONDS LOCATION IS CONFIRMED AS

TARGET FOR ENEMY FIELD ARTILLERY OR AIR DEFENSE

ARTILLERY.

" HI RISK ZONE [P(KILL) > 5]

PLOT TO 10 KM (01, 02)

" RISK ZONE: 10 KM TO 20 KM

NOTE:

1. JAM AND SKOOT VS SUSTAINED ECM.

2. COORDINATED MULTIPLE JAM VS MULTIPLE TARGET CAPABILITY.

FIG 9

SPECTRUM MANAGEMENT ROLE

* JTC3A WORKING GROUP STUDY REPORT, 31 MAY 85, "TACTICAL

AUTOMATED FREQUENCY ALLOTMENT/ASSIGNMENT SYSTEM (TAFAAS)"

jcs-C3 ARMY (CECOM, HQ)

C|NCRED-FMO USAF (FHO, TAC)

JEWC USN (NAVEMCEN FMO)

JTC3A USMC (HQ)

DOD ECAC (ARMY, NAVY, AF, MC DPM)

* ASSUME: AD HOC C3CM/CCM CELL

- JOINT/CINC DECONFLICTION

- CORPS/DIV DECONFLICTION
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0 CONCEPTUAL: INSu 2OR DECINJINTMLTCPRTION S

DALFA: 5-80: COMPASS CALL

1-82: EN SUPPORT OF JOINT AIRLAND OPS

2-85: COMBINED EN OPS (NATO)

-INTACCS MSG: REQUEST/TASKING FOR EN SUPPORT

ALERTINTENTION TO CONDUCT EN

STOP JAMMING REQUEST

USMCEB/NATO MSG FORMATS

* FIELD TEST: COMFY FRED/SHIRE (USAF)

TEAM SPIRIT (CINCPAC/KOREA JFMO 9 ACAF S-NI

GREEN/BLUE FLAG (USAF)

C01OPASS CALL (CONUS It NATO)

REFORGER (USAREUR VHF)

Fla 10
TACTI1CA. AUTOMATED FGA AENCE
ALOTMEITASIGNIWrT SYSTEM

R TC3A 31 ATY 1985

WORKING GROUP STUDY REPORT

AMY INTEGRATED BATTLEFIELDJON
SP'ECTRUM MAGERM SYSTEM

USN. UgPI TAFMS CLNDER
F#EQUENCY ASSIGNMENT C3cm/CCM
COPUTER TERMINAL SYSTEM
(FACTS)

UJSAF
SYSTEM CONFLICT ANALYSIS AMY IR FORCE AY M~N OP
& MANAGEMENT SYSTEM E NV MN OP
(SCAMS)

COMMO USER
CIRCUIT HOSTED ISERVICE

TAFAAS FREQUENCY 4
INTERFACE MANAGENENT

TAFAAS STO ____- ENGINEERING
* FORMAT TAFAAS DAABS
o PROTOCOLDAABS
o SOP FUJNCTIONS/

DATA BASE

OPTIONS FOR DECONFLICTION

1. CENTRALIZE FOR C3CM/CCM

-KILL: ONE ON ONE VS WEAPON SURVIVABILITY.

-JAM: ONE ON MANY VS JAMMER SURVIVABILITY.

-DEDICATED PERSONNEL.

-R&D FOR HEN ADP SYSTEM.

- IMPACTS 1980-2000 EXISTING PROGRAMS.

2. DECENTRALIZE AND INTEROPERATE

- AUGMENT BFSM EMC ANALYSES.

- AUGMENT I/EN EMC ANALYSES.

- EXISTING PERSONNEL.

- RDT&E INTEROP: NETWORKING, DATA BASE MAINTENANCE
AND OPS PROCEDURES.

- RESOLVABLE IN LATE 80'S

CONSENSUS - EXECUTE 02
STUDY #1 (IF #2 SHORTFALLS).
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Flo 1N

COMPONENTS OF RESTRICTED FREQUENCY LIST

TABOO. TABOO FREQUENCIES ARE ANY FRIENDLY FUNCTIONS/PFREQUENC 1ES

OF SUCH IMPORTANCE THAT THEY MUST NEVER BE DELIBERATELY

JAMMED OR INTERFERED WITH BY FRIENDLY FORCES.

PROTECTED. PROTECTED PUNCTIOHS/FREQUENCIES ARE THOSE FRIENDLY

FUNCTIONS/FREQUENCIES USED FOR A PARTICULAR OPERATION.

IDENTIFIED AND PROTECTED TO PREVENT THEM FROM BEING

INADVERTENTLY JAM4MED BY FRIENDLY FORCES WHILE ACTIVE

EW OPERATIONS ARE DIRECTED AGAINST HOSTILE kORCES.

GUARDED. GUARDED PDNCTIONS/PREQUENCIES ARE EHE1MY FUNCTIONS/

FREQUENCIES THAT ARE CURRENTLY BEING EXPLOITED FOR COMBAT

INFORMATION AND INTELLIGENCE.

FIG 13 AgMy TEST Bgll ARcHiTEcTUxrES Fog c3Lm
DECONPLICTION, DECENTRALIZED OPTIONL

INTLG EW OFIC

DATAFIE &STF

FINE TR Mt AI
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FIG 16

GOALS MOR AUTOMATINU PROCESSING OF RESTRICTED FREQUENCY LIST'

" MAXIMUM FREE PLAY TO EW BY KEEPING RFL MINIMUM AND ON

TOP OF BATTLE SITUATION.

* MINIMIZE COMM DENIAL BY USE OP EMC ANALYSES S-W BASED
ON DIGITIZED MAPS.

-PATH PROFILE

SIGNAL PENETRATION AREAS

PIG 1? IIECONFLICTION INTEGRATED WITH KILL/JAM C3CM AIDS

ENSCE~ ~ ENEM SIIOTIO CORLA-NELMN

*BDA ~ ~ 3C -UA/ACATMTDCCBATEMGMNT DE EIO ID

FIG 18

AN/TSQ-ll1h TRAILBLAZER ANL AN/TRQ-32 TEAMMATE

ANITS1114 TRALDLAZER AWITRO-32 TEAMMATE

Dscrlpoa,:- Descripton:
nft m eef gaiNWmAaagaNM~ghA~ The "TEAMUWATE' Is a 411 , e. Si

aid *ection 11ndlng system ... pa~i station -omuleln h 1 bercep mid
of I90aphical, t Mcttl finding; sysem. w ame suppot

c NggaL.& a real JIMldh. Amys manounim oleamenb&e.
Alifflk"2 Is aetemeted and feet... both
a qum ch eret ala. most as won me a

Sj'stm11 Organization, and d"U OMntine @000nterfelr Condition-
Oporatlons: wo $"It-

5 sta#- Pm sMe"r astotm SYstom Organlzeftlon and
Targt&.Operstlons.
Targts:3 sytems per LDigh ionah

8111 hA1 "fredlos end 2 Systems per Armmos Coaaly Reghimn
Targets:

Slngle channel lacticat redlm and
communications pamw...
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PIG 19

HEURISTIC SUMMARY

* DECONPLICTION PROCESS HINGES ON COORDINATING I/EW AND BSM

VIA RESTRICTED FREQUENCY LIST.

* ALTERNATE ARCHITECTURE:

- OPTIONS OF WHERE AND DEPTH OF ANALYSES.

- BS M MAINTAIN DISTRIBUTED DATA BASE AND DISTRIBUTION

PROCESSING THEREOF.

* REQUIRED STANDARDS:

- ELECTRONIC DATA TRANSFER.

- MASS STORAGE MEDIA.

* INTEL PROVIDE REC ALERT.

PIG 20

EVOLUTION OF FIELD EVALUATION/ANALYSIS

i. WATCH TOMORROW SYSTEM CONCEPT.

2. ADAPT TOMORROW TO TODAY WHENEVER POSSIBLE.

3. DON'T WAIT FOR TOMORROW -

("IT IS ALWAYS A DAY AWAY")

4. TEST WITH TODAY SYSTEM REALITY.

- NETWORKING CAPABILITY

- 1200 BPS

- EDC

- BULK - CO*SEC

c-

PIG 21

CORPS PLAYERS

EWS IPC: ECM PLANNING I IDENTIFYING CCNFLICT WITH RPL.

PRIORITIZE GUARDED FREQUENCY LIST.

MAINTAIN RFL IAW CORPS C-E IPC.

TASK DIVISION IPC AND/OR USAP IPC.

GRANT VIOLATIONS OF RFL.

EXTENSION: USE ATFES S-W TO ANALYZE VIOLATIONS.

CORPS IPC: AUTHORIZE CORPS & EAC TABOO LIST.

COORDINATE AND PRIORITIZE CORPS & DIVISION

PROTECTED LIST.

ANALYZES GRANTED VIOLATION OF HPL.

EXTENSION: USE ATFES TO REASSIGN.

ANALYZES ENEMY JAMMING.

EXTENSION: USE ATFES TO REASSIGN.
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PIG 22

VERY HIGH FREQUENCY DECONFLICTION
VHF DECON

0 REFINE A SET OF PROCEDURES FOR VHF DECONFLICTION
THAT IS COMPATIBLE WITH DOCTRINE AND OPERATIONS

0 DESIGN AND DEVELOP A HARDWARE/SOFTWARE PACKAGE
(INCLUDING NETWORKING CAPABILITY) TO AUTOMATE RFL
GENERATION AND UPDATING

* DELIVER, INSTALL, AND TEST THE SYSTEM IN FRG
mlV G3/EWS

PIO 23

INTERACTIONS BETWEEN BFSM AND I/EW SYSTEMS

0 DECONFLICT FRIENDLY FORCE C s CSTA SYSTEMS FROM FRIENDLY FORCE
ISTA & JAK/DECOY SYSTEMS:

- PLANNED MISSIONS

- TARGETS OF OPPORTUNITY

0 ALERT BFS TO OBSERVED 9 CHARACTERIZED ENIEMY REC

- OBSERVED EAK POINTS

- ACTIVATED JAMMERS & LOOK THRU SERVICE

* COORDINATE LOCAL MIJI ANALYSES

LONG TERM ISSUES

1. MESSAGE FORMAT

2. DATA BASE FORMAT

3. ACCESS CONTROL/MI ALERT

4. NETWORKING

5. ARTIFICIAL INTELLIGENCE

-MM -. Pmammm eew Tme e m mm
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DETERMINING THE AZIMUTHAL DISTRIBUTION OF NOISE AND INTERFERENCE ACROSS THE
HF SPECTRUM AT THE RAE RECEIVING STATION, COBBETT HILL, SURREY, ENGLAND

by

H. L. Spong
Cobbett Hill Radio Station

MOD(PE), Royal Aircraft Establishment
Farnborough, Hants, GU14 6TD, England

SUMMARY

An increasing interest in techniques for nulling out unwanted signals and inter-
ference in the HF band makes it more important to establish not only the magnitude of
the signals but the direction from which they are emanating and whether they are of a
spasmodic or continuous nature.

RAE has been anxious for some time to build up a data base of such information
from which statistical trends may be derived and applied to research into more effective
HF communications systems for the Royal Air Force.

This presentation which gives a simple outline of a measurement system built
around a Multi-Vee antenna, a Rohde and Schwarz ESH3 measurement receiver and a Hewlett
Packard HP9836 computer all installed at the RAE Receiving Station, Cobbett Hill, goes
on to explain the various formats available on the HP9836 computer for displaying the
data, for example, Signal versus Time and Signal versus Direction, etc.

Data acquired from this system has so far been based upon two measurement methods.
The first takes up to five frequencies of interest across the band and measures these at
the siame time or times on consecutive days in an effort to determine the constancy or
otherwise of the direction and magnitude of the interfering signals.

The second approach has been to evaluate the measurement system as a means of
gathering data on channel occupancy, this has been looked at by measuring on five adjac-
ent frequencies within a 3 kHz bandwidth over an interval of time and on a number of
occasions, either on various or on consecutive days.

The presentation is concluded when some measured data are discussed and the respec-
tive directional characteristics of the interference is considered.

1 INTRODUCTION

Although the RAE Receiving Station at Cobbett Hill, Surrey, is located at an elec-
trically quiet site, difficulties, in common with other European sites, are encountered
on HF channels from interference and noise.

With a growing emphasis on digital modulation methods for communication purposes,
RAE consider it important to acquire a bank of data from which statistical trends may be
extracted for application to research into methods of combating interference, for example,
by mull steering antennas or implementing EDC techniques during the development of more
advanced communications systems for the RAF.

To meet this need RAE has developed a versatile computer controlled HF measurement
system allowing unattended measurements to be made across the HF spectrum over the whole
or part of a 360 deg of azimuth. Added features are the ability to take sample readings
on any reference antenna at the end of each azimuth scan for comparison purposes and at
the completion of measurement to make limited data analysis.

2 MEASUREMENT SYSTEM

The measurement system can be seen by reference to the block diagram in Fig 1. At
the centre of the system is a Hewlett Packard 9836 computer with a colour graphics dis-
play and one megabyte of memory which controls via suitable interface units a Rohde and
Schwarz ESH3 HF measurement receiver and a Multi-Vee antenna. Measured data may be
stored either on a Winchester disc or on floppy disc, while an IEEE bus allows analysed
data to be output as hard copy to a printer or graphics plotter. When fully implemented
it will be possible to store measured data on magnetic tape via a RS232C interface.

The software currently incorporates a number of data analysis routines which allow
the operator to gain a quick assessment of the interference characteristics, however,
because of the restriction in the size of memory more advanced analysis in terms of
statistical computation and display has at the moment to be done by manual methods.
Plans have been made to transfer data from the HP9836 via suitable modems to a larger
computer such as a VAX 11/730 for further processing once the necessary hardware has
been acquired.
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THE MULTI-VEE ANTENNA

The RAE Multi-Vee antenna forms an integral part of the measurement system. It is
based upon the well-known Sloping Vee antenna which displays good directional properties
and is predominantly horizontally polarised. Fig 2 is an artist's impression of the
structure which has the following physical parameters. At the top of a 16.4m wooden
lattice tower is a switching unit connected to a total of 20, 100m antenna wires which
radiate outwards at 18 deg intervals and slope down to ground level where each one is
terminated by a 300 ohm resistor.

The switching unit which is driven from the computer contains a set of reed relays
used to select the appropriate pair of wires to form the antenna during the scan. To
provide an optimum antenna pattern across the band it was deemed necessary to have an
apex angle of 36 deg. This meant that for any direction the antenna comprised a pair of
wires 36 deg apart with a disconnected 'dormant' wire down the centre, ie wires A and C
for direction B and wires 9 and D for direction C, etc. Modelling and antenna measure-
ments showed that the 'dormant' wire had an insignificant effect upon the antenna
pattern.

The selected pair of wires at any moment was connected via the reed relays to the
primary side of a matching transformer (BALUN), the secondary of which was connected to
a 50 ohm coaxial cable of known loss to feed the Rohde and Schwarz receiver housed along
with the computer in the main building 250 m away.

A feature of the antenna switching unit makes use of a centre tap on the primary
winding of the BALUN to make an automatic test of the integrity of the antenna wires and
associated connections. This is achieved by measuring the loop resistance by virtue of
the current flowing through half the BALUN primary winding, the antenna wire, the termin-
ating resistance and the Earth return (soil resistance).

4 ANTENNA CHARACTERISTICS

Before carrying out any serious measurements it was necessary to characterise the
antenna to establish whether or not it displayed the correct pattern in azimuth and
elevation.

This was relatively easy to do in terms of vertical polarisation by using a well
tried RAE method of flying a standard radiator (a vertical half-wavelength dipole and
battery driven oscillator) suspended below a helicopter, around the antenna array whilst
field strength measurements were taken. Fig 3 is an example of the result of a measure-
ment on a 3 Mhz frequency using this technique and also shows the equivalent elevation
pattern obtained by measuring field strength as the helicopter climbed vertically over a
fixed point at a known range.

For interest a theoretical pattern in the horizontal plane has been superimposed
on the azimuthal plot to give the reader an indication of the expected directivity and
front to back ratio of this type of antenna.

There are however difficulties in attempting to measure the antenna pattern using
a horizontally polarised standard radiator. Attempts using a horizontal dipole were
unsatisfactory due to antenna aerodynamic stability problems together with the dipole
pattern effect. Doubts have also been expressed concerning the effects of airframe
proximity and ground reflections. Plans to use a horizontal loop antenna are being
considered, some initial tests indicate that the method shows promise and a suitable
transmitter capable of driving sufficient current round the loop is being developed.

It is pointed out that the Vee antenna at low elevation angles displays a null in
the direction of interest (Ref 1) for vertically polarised signals and this effect is
apparent at 340 deg in Fig 3b.

Results of the vertically polarised measurements in terms of polar patterns and
front to back ratio gave confidence that the antenna was performing satisfactorily such
that a measurement programme could be initiated.

5 MEASUREMENT PLAN

Two types of measurement programme were considered. The first was to examine a
number of frequencies across the HF spectrum in a wideband mode using a 3 kHz bandwidth
for various times of the day and at the same times on consecutive days; the second was
to take a number of adjacent frequencies within a 3 kHz bandwidth and measure these for
a period of time daily in an endeavour to establish whether or not the system had poten-
tial from the point of view of making channel occupancy measurements. It is pointed out
that measurements on adjacent frequencies cannot be made simultaneously since a complete
scan of the Vee antenna and perhaps a measurement on a reference antenna would take about
2 seconds before the frequency would change.

6 MEASUREMENTS

Having checked the integrity of the antenna and the measurement system it is
necessary to set up the measurement parameters which is achieved by means of an input
file.



40-3

Fig 4 is an example of such a file and it can be seen that on this occasion 11
measurements (TRIALS) were called up, each lasting 10 minutes (DURATION) and separated
by 6 hours (INTERVAL).

Measurements were set to commence at 1800 hours on 17 October 1986 and all 20
sectors (360 deg) were to be scanned as well as taking a measurement on the reference,
in this case the WBD312 (Wide Band Dipole). The averaging period of the receiver was
set to 2 seconds and the receiver settling time was 5 milliseconds.

The five frequencies chosen for the measurement are given in MHz along with the
reception mode (USB) and bandwidth (2.4 kHz).

At the approach of the measurement time determined by the clock in the computer
the measurement receiver performs a self-check calibration. At measurement time the
system commences to take measurements making one complete scan of the Vee antenna and
one sample on the reference in about 1.6 seconds before repeating on the next frequency.

Data are stored on disc as RECORDS and the number of readings per RECORD is a func-
tion of the number of sectors, the number of frequencies and the number of complete data
sets. Data sets are a function of the number of frequencies and the averaging time.
The total capacity of a floppy disc is 264 kbytes which is equivalent to storing about
6 hours of data if scanning all 20 sectors plus the reference.

At the conclusion of the set of measurements the screen will display the words
'MEASUREMENT COMPLETE' and the system will halt.

7 DATA DISPLAY

At the completion of a measurement or at a later stage the relevant file may be
recalled and a basic analysis carried out by the use of a number of inbuilt routines.

Having called up the date and time of the period of interest the operator has the
option of four types of data display which are described as follows:

Fig 5 shows the display of measured data in tabular form and represents the level
of signal/interference in dBVV for each sector plus the reference on each frequency in
turn set against the start time of each scan. It is possible to examine the tables and
determine the trend on each frequency in turn against time.

A better approach is to call up the Signal versus Time routine for a particular
sector of the Vee antenna or the reference. By specifying the particular time interval
of interest, eg for 10 minutes from 1800 hours in Fig 6, a time amplitude plot can be
produced. Up to five sectors can be overwritten on one print out, although this is
satisfactory in colour the display is confusing in black and white so for clarity only
results for the reference and one sector are produced here.

It is further possible to examine more closely parts of the Signal versus Time
display by expanding the portion of interest.

In order to assess the relative levels of signal against frequency, it is possible
to call up a Signal versus Frequency routine. It is first necessary to establish the
moment in time, say, from the Signal versus Amplitude display, at which the information
is needed. Figs 7 and 8 are examples of this type of format and provide as a 'snapshot'
in time a histogram of the level of interference on the five frequencies for the refer-
ence and sector 11 of the Vee antenna respectively.

A more explicit form of display is the Amplitude versus Direction format, an
example of which can be seen in Fig 9. This again is for a 'snapshot' in time and
indicates the magnitude of the signal in dBUV against bearing. Included on the display
are two scales, one showing the calibration and signal maximum of the Vee antenna and
the other the level of received signal on the reference at the approximate same moment
in time.

a DISCUSSION OF RESULTS

For the purpose of this presentation two sets of results are considered, both in
line with the measurement plan outlined in section 5 above.

The first method is centred on the five frequencies depicted in the input file at
Fig 4.

By selecting a time of interest at say 1800 hours on 18 October 1986 and running
the Signal versus Frequency routine for the reference antenna, a histogram is produced,
Fig 7, which shows the amplitude of the interference measured on each frequency.

Examination of these results shows that the greatest level at that instant was
+25 dBhV on the 9 Mz frequency. If we now concentrate on this frequency and run the
Signal versus Direction routine, Fig 9, it is immediately apparent that this signal is
emanating from a direction of approximately 180 deg, ie sector 11.

By running the Signal versus Frequency routine for sector 11 on the Vee, a second
histogram is produced, Fig 8, which indicates the level of interference observed on each
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of the five frequencies. Comparison of the two histograms gives an indication of the

directivity of the Vee antenna at the other four frequencies, although at this stage one
cannot be certain whether this apparent discrimination is entirely a function of the
antenna or the fact that there was a small time difference between the two antenna
measurements. This uncertainty could be resolved by running the Signal versus Time
routine for each frequency on both antennas.

An example of the Signal versus Time results at 9 MHz for the reference and Vee
sector 11 may be seen by reference to Fig 6 from which the signal levels shown on the
histograms at 1800 hours correlate.

To establish how the direction of interference varies with time at 9 MHz, data,
taken once every 6 hours from 1800 hours on 18 October 1986 to 0600 hours on 20 October
1986, has been analysed by manual means based on 60 samples of signal on each bearing
every 6 hour interval. The results have been displayed for the three days in Fig lOa-c.

It will be seen that for this period of measurement at this frequency the direc-
tion of interference was remarkably constant from a bearing of about 180 deg with the
variation in signal magnitude following the diurnal MUF variation.

From a study of HF predictions it is possible to speculate that the unwanted
signals were emanating from an area in Southern Europe or North Africa.

It is pointed out that the system does not allow for the recording or analysis of
the modulation because the scanning process allows only a brief dwell time on each sec-
tor and on each frequency.

Fig 11, which has been produced again by manual means, has been included to show
the cumulative distribution of the interference on the reference antenna and sector 11
of the Vee for 1800 hours on 18 October 1986. Examination of the two histograms shows
clearly the level of received signal at that period in time and gives an indication of
the directional qualities of the Vee antenna.

The second type of measurement relates to a narrow band assessment; for presenta-
tion purposes the same 9 MHz channel has been selected but on a different day together
with some results for a 3 MHz channel. On both occasions the receiver parameters were
set to be in the CW mode having a 500 Hz bandwidth. Five frequencies were chosen separ-
ated by 500 Hz and each centred on the respective centre frequency thereby looking across
a 2.5 kHz frequency window during each scan.

Fig 12a shows a set of results, manually constructed from a 10 minute measurement
period at 2100 hours G14T on 1 October 1986. What is immediately apparent is that the
interference is broadband in nature spanning the 2.5 kHz bandwidth and is emanating from
a bearing of 072 deg, being in the direction of the European Continent. By reference to
frequency prediction data for this date and time it is observed that a 9 MHz signal
propagated via a 1F2 mode suggests the signal path is about 2000 km and therefore the
source could be situated in Western Russia. Calculations show that the arrival angle of
such a signal is about 17 deg which is well within the main lobe of the antenna.

A similar measurement at 3 MHz at 2100 hours GMT on 15 December 1986 has been ana-
lysed as shown in Fig 12b. These data show the interference to be narrow band in nature
with three of the five frequencies relatively quiet. The remaining channels show inter-
ference from more than one direction and again by applying prediction information it is
possible to determine approximately from where the source of the interference might be.

9 CONCLUSIONS

The measurement system has so far been used to examine only a few of the frequenc-
ies allocated to the station. It has been proved that a large amount of data can very
quickly be acquired and apart from the simple inbuilt analysis routines a more powerful
analysis capability is urgently required to deal with the mass of information. The
versatility of the system has however been proved and much useful information can be
presented.

From the data displayed in this report it has been shown that it is possible to
determine the duration and direction of any particular interfering signal and from know-
ing the precise frequency and by reference to frequency predictions, it is possible to
speculate in broad terms the approximate area from which the signal is derived.

Although the 9 MHz data discussed in this report shows interference from one main
direction over several days, it must not be assumed that this condition remains constant,
as has been proved from other measurements. As already stated more powerful analysis
methods need implementing to determine proper trends and provide a statistical data bank.

Looking at the inband measurements, the first example considered shows a wideband
interfering signal spread across the 2.5 kHz bandwidth with no noticeable clear chan-
nels, whereas the second example shows examples of clear channels within the baseband.

It has been shown that the system has great versatility for gathering data on the
distribution of noise levels and, although measurements on adjacent frequencies are not
made simultaneously, useful information regarding channel occupancy can be obtained.



40-5

10 REFERENCE

Royal Canadian Air Force, Central Experimental and Proving Establishment
Report 1086. 'Sloping Vee antenna performance and design'. April 1955.

11 ACKNOWLEDGMENTS

The author wishes to acknowledge the work of Mr M.J. Maundrell, Head of Field
Stations, RAE, who conceived the idea of the measurement system and was instrumental
in having it built.

Copyright
0

ControZler HMSO London
1987

Ref Vee

Antenna
sw relays Control

& balun

Co-axial
cable Mag tape

unit

Antenna Control

switch unit
RS 232

I Co-axial
cable

R&S Control Printer HP 9836
ESH 3

receiver interface plotter computer

Fig 1 Block schematic of computer controlled measurement system



40-6

Antenna switch & batun
20 wires 18deg apart

Direction B select A C

Direction C select B D

etc.

164

A 99 Control
99m /cable &

/ co-axiat L

/cable

/98

/ 3009--
,/ term res

C D

To computer

Fig 2 Sketch of multi-Vee antenna



40-7

600 Th6ei0lhri o

400

6 0 dBM 65d7

Fig ~ ~ ~ ~ ~ Azmta 3patteernenapttrna .I ~



40-8

14:03:15 17 October 1986

HF AZIMUTH OCCUPANCY MEASUREMENT SYSTEM *SCAN*

SCAN MODE: CYCLIC TRIAL No: 1

Disc ident Xxxxxx Scan ident (2 ch) 0C1786AI01

Start date 17 October 1986 Duration (h:mm) 0:10

Start time 18:00:00 Interval (d:hh:mm) 0:06:00

No. of trials 11
First sector 1 Last sector 20

Reception mode USB (A3J) Averaging period (s) 2

Reception bandwidth 2.4 kHz Settling time (ms) 5

Reference aerial WBD312 Storage media WINCHESTER

Frequency mode DISCRETE

Frequency (MHz) (1) 3.0 (2) 6.0 (3) 9.0 (4) 13.0 (5) 15.0

Fig 4 Example of an input file

Date Scan ident: OC1786AI05 Sectors dBIV
18:10:86 Freq
Time 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 Ref

18:00:00 1 -8 -9 -9 -8 -9 -8 -9 -7 -10 -7 -7 -7 -5 -8 -11 -9 -9 -9 1-0 -10 6

18:00:02 2 -10 -8 -8 -8 -8 -10 -8 -7 -11 -10 -10 -10 -9 -9 -7 -10 -10 -11 -10 -8 8

18:00:04 3 6 2 3 6 5 5 2 11 14 19 21 19 20 15 12 7 6 3 3 5 25

18:00:06 4 -2 -8 -3 -2 -8 -10 -8 -8 -10 -9 -4 0 4 6 -2 9 -5 2 -10 -10 6

18:00:08 5 -11 -11 -10 -10 -10 -10 -10 -11 -9 -10 -10 -10 -11 -10 -9 -10 -10 -9 -9 -i0 -8

18:00:10 1 -8 -8 -10 -9 -8 -7 -6 -5 -6 -6 -10 -8 -8 -7 -11 -11 -10 -9 -10 -9 8

18:00:12 2 -10 -8 -8 -7 -8 -7 -9 -7 -4 -3 -7 -3 -6 -9 -9 -10 -9 -10 -9 -9 3

18:00:14 3 -3 0 -1 -1 -2 -1 2 5 10 19 26 21 21 15 6 1 3 1I 5 6 25

18:00:16 4 -10 -9 -6 -8 -2 -10 -9 -10 -8 -10 -5 1 5 9 13 12 -4 2 -6 -5 9

18:00:18 5 -10 -12 -11 -11 -9 -10 -10 -8 -11 -9 -10 -10 -9 -10 -11 -10 -10 -10 -10 -10 -7

18:00:20 1 -9 -9 -9 -8 -7 4 -9 -8 -10 -9 -10 -11 -9 -9 -11 -11 -9 -10 -9 -10 3

18:00:22 2 -9 -9 -4 -5 -7 -7 -7 -9 -2 -8 -8 -4 -2 -8 -12 -10 -6 -7 -8 -8 6

18:00:24 3 -1 3 1 2 -3 -2 0 1 12 16 20 10 16 16 7 2 4 1 2 5 19

18:00:26 4 -51-10 -9 -9 -10 -5 -8 8 -9-6 -7 -9 -3 5 13 8 10 9 -9 -8 14

Fig 5 Data displayed in tabular form
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Fig 7 Signal versus frequency display (reference)
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